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The PD photographic process

L. K. H. van Beek

Work has been going on for several years at Philips Research Laboratories in Eindhoven
on a new kind of photography based on a different principle from that of conventional
photography. This is the PD process. The initials PD have a double significance: they
relate not only to ‘Physical Development’, the essential feature of the process, but also
to ‘Philips-Dippel’, the name given to the process by those who pioneered it, after the
initiator of their work, the late Dr C. J. Dippel. The scientific results obtained under
Dippel and his successors — H. Jonker after 1962 and the author after 1970 — have led
to various applications of particular interest to an electronics-oriented company. The
process combines very high sensitivity with a resolution never before attained at this
sensitivity. There are many applications for the process, which can be used for making
ultra-microfilm, photomasks with details smaller than one micron, fine metal gauze,
delay lines for colour television and conductor patterns of any desired design. This article
discusses the physico-chemical principles of the process and describes a number of

industrial applications.

Introduction

To many people photography simply means taking
pictures: father taking a snapshot of the family. Pho-
tography embraces a much wider field, however, and
includes other processes with features that are par-
ticularly useful in scientific and technical applications
and are not found in the more everyday kind of photog-
raphy. One of these is the PD process, in which the
final image is formed by physical development (PD
stands for physical development).

‘What is meant by physical development is illustrated
in figs. I and 2, where the conventional process of
black-and-white photography is compared with the
PD process. The conventional film consists of a base
of paper or cellulose triacetate, coated with an emulsion
of finely divided grains of silver bromide in gelatin
(fig. 1a). On exposure, silver nuclei are formed in the
grains exposed to light (fig. 15). During development
the grains containing silver nuclei are converted to
silver by means of a reducing agent (fig. 1¢). A charac-
teristic of the conventional process is that the silver
bromide acts both as a photosensitive reagent and as

Dr L. K. H. van Beek is with Philips Research Laboratories,
Eindhoven. :

the source of silver during development. In the PD pro-
cess, on the other hand, separate substances are used
for these two functions. The first substance is uniformly
distributed — in molecular form — in a coating, e.g.
of gelatin, on the base. The second substance, which
may be silver or another metal, is added in a suitable
form to the developer together with the reducing agent.
The name ‘physical development’ derives from the
earlier belief that the metal from such a solution
‘condensed’ on the nuclei formed in the photosensitive
reagent. Although we now know that the development
in this case is also a chemical process, the old name has
remained.

In principle therefore the photosensitive coating of
a PD film contains no grains (fig. 2a). Where the film
is exposed the photosensitive molecules are activated
(fig. 2b). In an intermediate step, preceding the develop-
ment, the exposed film is immersed for a fraction of a
second in a dilute solution of an appropriate metal salt,
causing metal nuclei to be formed in the sensitive layer
by reaction with the activated molecules (fig. 2¢). These
nuclei are made to grow by allowing silver or some
other metal to be deposited on them from the developer
(fig. 2d).
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The differences outlined above between the conven-
tional and the PD processes determine the special fea-
tures of the methods. If a high resolution is desired, the
photographic material must meet three requirements:
the photosensitive compound must be sufficiently
dense, the grains formed by development must be suf-
ficiently small, and there must be very little scattering
of light in the material.

{=]
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Fig. 1
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factory. These results, which are rather disappointing
considering the extremely small grain diameter, are
mainly due to the scattering of ligh.‘t from the grains
during exposure. The scatter effect is intensified because
the light rays have to travel a relatively large distance
in the sensitive layér (3 to 6 pm). Thinner sensitive
layers are not a practical possibility since they would
not be able to contain enough silver bromide.
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Fig. 2

Fig. 1. Conventional black-and-white photography. ) The photosensitive layer consists of
silver-bromide grains uniformly distributed in gelatin. The base (hatched) consists of paper
or cellulose triacetate. ) On exposure silver ions are converted into silver nuclei. ¢) The
grains containing the silver nuclei are completely converted into silver during development.
Because of light scattering, the image spreads out in the downward direction.

Fig. 2. A typical PD system. a) A base material (hatched) is given a coating which is made
photosensitive by a dispersion of molecules of trans benzenediazosulphide. (The coating can
be thinner than that of a conventional AgBr film, and various materials may be used for the
base.) b) During exposure molecules are activated: the inactive rrans form of benzenediazo-
sulphide is converted into the active cis form. ¢) In contact with a solution of silver and
mercurous salts, metal nuclei are formed. d) During development the silver, which is con-

tained in the physical developer in salt form, is deposited on the metal nuclei.

The AgBr grains in the layer of emulsion are always
so closely packed that the first requirement is no
problem, except in very thin layers. The second require-
ment causes more difficulties, since the usual kinds of
AgBr film contain fairly coarse grains (up to 3 or
5 microns). There are however special AgBr films that
have grains no greater than 0.05 ym. In practice it is
found that details as small as 3 um can be resolved
fairly easily with film of this type, but smaller details
present problems. Moreover the edge acuity of details
that can easily be resolved is not always entirely satis-

In these respects the PD process is more promising
since individual molecules and not grains are present
during the exposure. In the first place this means that
there are no limitations arising from grain size,
and in the second place the adverse effect of scatter is
virtually eliminated. What is more, the photosensitive
layer can if necessary be made thinner than 1 um, and
layers as thin as this can still accommodate sufficient
photosensitive reagent.

Another difference between the two processes is to
be found in the developed image. On photomicrographs
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Fig. 4. Schematic illustration of two ways of making conductor
patterns: ) by a subtractive method, b) by a semi-additive method
{unlike these two methods, the PD process is purely additive).
The base material is shown hatched, the copper black, the photo-
resist white. In (a) the exposed photoresist is removed, and the
uncovered copper is then etched away. In () a very thin copper
layer is applied to the base material. The unwanted parts of the
copper are then screened with a lacquer, and copper is deposited
on the wanted parts until a little more than the required thick-
ness is obtained. Finally, after the lacquer has been removed,
the copper is uniformly etched away until the thin, unwanted
parts have disappeared.

This application of the PD process will also be dis-
cussed at greater length, but first we shall take a closer
look at the method itself (1],

Since the PD materials we have developed are not
panchromatic, they cannot be used for the more
familiar forms of photography. The PD process uses
light in the blue and near ultraviolet parts of the spec-
trum; the sensitivity of PD materials to this light differs
very little from that of ultra-fine-grain silver-bromide
materials.

The three steps of the process; reagents

Like every photographic process, the PD process be-
gins with a reaction under the influence of light. The
direct action of light can be made to form nuclei that
react with the developer, but this has never as yet given
satisfactory results. In the PD process at present used

Philips tech. Rev. 33, No. 1

an intermediate step is necessary. The exposed film is
briefly immersed in a solution of metal salts, causing
nuclei to form on the activated molecules of the
photosensitive substance. The metal present in the de-
veloper is easily deposited on these nuclei. This deposi-
tion, the process of physical development, is an auto-
catalytic process. This means that the metal deposited,
usually silver, itself acts as a catalyst for the further de-
position of metal. The reactions take place in the fol-
lowing sequence:

hy

A— A4,
A’ 4+ B — B’ (metal nuclei),
B’ + physical developer — C,
C + physical developer — C, etc.

Table I. Three combinations of photosensitive material (A),
nucleator (B) and developer metal (C).

A B C

silver and
mercurous salts

1 | benzene- silver

diazosulphide

2 | benzene- silver and silver
diazosulphonate mercurous salts

3 | titanium palladium salt copper,
dioxide (2] nickel

Table I shows the combinations of substances A, B
and C that will be discussed in some detail in this article
as they are the ones that have so far been most widely
used.

We shall now consider the first step of the process,
and take as an example the benzenediazosulphide reac-
tion. Under the action of light the trans form of this
compound is converted into the cis form:

hv
—N — —N
A\ A
N

N — SR
|
S
R

[ The first publication on this subject was by C. J. Dippel and
H. Jonker in: Reprographie (I), edited and published by
Dr. O. Helwich, Darmstadt 1964, on p. 187.

A more extensive treatment of the PD process will be found
in the following seven publications: )

H. Jonker, C. JI. Dippel, H. J. Houtman, C. J. G. F. Janssen
and L. K. H. van Beek, Photogr. Sci. Engng. 13, 1, 1969;
H. Jonker, C. J. Dippel, H. J. Houtman, A. Molenaar and
E. J. Spiertz, ibid. 13, 33, 1969;

H. Jonker, A. Molenaar and.C. J. Dippel, ibid. 13, 38, 1969;
H. Jonker, C. J. G. F. Janssen, C. J. Dippel, Th. P. G. W.
Thijssens and L. Postma, ibid. 13, 45, 1969;

H. Jonker, L. K. H. van Beek, C. J. Dippel, C. J. G. F.
Janssen, A. Molenaar and E. J. Spiertz, J. photogr. Sci. 19,
96, 1971;

H. Jonker, L. K. H. van Beek, H. J. Houtman, F. T. Kloster-
mann and E. J. Spiertz, ibid. 19, 187, 1971 and 20, 53, 1972.
Unlike the two other photosensitive compounds, titanium
dioxide is not distributed in molecular form; thisis discussed
on page 11. . '

[2
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The benzene ring usually contains one or more substit-
uents; R is frequently an alkyl group. As can be seen,
the compound of the one form ‘switches’ to the other.
(A similar reaction takes place with benzenediazosul-
phonate.)

In the second step of the process the cis compound
reacts — which the trans form does not — with silver
and mercurous salts, giving rise to the formation of
silver amalgams, i.e. intermetallic compounds of silver
and mercury: .

2 @ —N * i‘;—’ Hg,* + yAg* —= 2 @ — N = N+ Hg(SR), +Hg, Ag,
N

[
S
R

where x + y = 1.

The third step of the process consists in each case
of an oxidation reaction followed by a reduction reac-
tion. In the oxidation reaction the reducing agent Red
in the developer gives up an electron to the nucleus of
silver amalgam:

Red — Ox -+ e, )

where Ox is the oxidized form of the reducing agent
Red. (If this reaction is reversible, it is referred to as
a reversible redox system or redox couple; an example
is Fe3+/Fe2+.) In the reduction reaction a metal ion M+,
in our case a silver ion, is reduced by the electron:

M+ + e — M. )

Both reactions take place at the surface of the nuclei,
with the result that the nucleus grows by the addition
of a silver atom, a process that is repeated many times
during development. -

With the two other combinations of substances the
process takes place in much the same way.

We shall now examine some advantages and disad-
vantages of the various combinations. Benzenediazo-
sulphonate has the advantage of being soluble in water.
Benzenediazosulphide is soluble in organic solvents,
but not in water. It has the important advantage of
giving very little fading after exposure — the effect in
which the active form partly reverts after some time to
the inactive form. The photographic density obtained
with benzenediazosulphonate is ten times less if after
exposure nucleation and development are delayed 15
minutes; the exposure result obtained with benzene-
diazosulphide, on the other hand, can remain for weeks
without undergoing any significant changes. With ben-
zenediazosulphonate fading is not a disadvantage in
applications where development takes place immed-
iately after exposure. ' '

PD PROCESS . . ) 5

If titanium dioxide is used as the photosensitive
reagent in combination with a palladium salt as a
nucleator no silver need be used at all. In this case the
practical procedure differs from that with the other
combinations. We shall go into this subject in more
detail when describing the application based on the
photo-reaction of titanium dioxide.

An effect not yet dealt with is the spontaneous nuclea-
tion that occurs in the physical developer. It is a funda-
mental property of the physical developer that it causes
reduction of metal ions at
the nuclear surface, irre-
spective of the manner in
which the nucleus has
formed. If nuclei form
spontaneously in a bottle
of developer, this means
that complete precipitation of the metal will soon
take place, making the developer useless. Not until
about 1958, when the group at Philips Research
Laboratories managed to eliminate this . ‘intrinsic’
instability of the physical developer, could the PD pro-
cess evolve from a curiosity into a method capable of
application on a wide scale. This very important stabili-
zation is the subject of the following section.

Stabilization of the developer

The instability of the physical developer is caused by
the simultaneous presence of the reducing agent Red
and the metal ions M+ in the developer. These react
with each other as indicated in reactions (1) and (2),
with the transfer of electrons and the spontaneous for-
mation of metal nuclei. The problem is therefore to
keep the development rate high for the photographic-
ally formed nuclei, while at the same time avoiding
spontaneous nucleation and the precipitation following
it.

To solve this problem we must examine what hap-
pens during the physical development.

When a silver nucleus is brought into an environ-
ment that contains sufficient Ag* ions, the nucleus
takes up Ag* ions, and with every ion it takes up it
acquires a higher positive charge. As this process speeds
up, the potential difference between nucleus and liquid
causes the release of an increasing number of Ag* ions,
until an equilibrium is reached in which as many 'Ag*
ions are taken up as are released. In this state of equi-
librium the potential difference — from now on this
will just be called the ‘potential’ — has the value

RT
Eyy = B, + 7 In [Agt]. @)

Here Egg represents the potential of the silver nuclei at
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a concentration of Ag+ ions of 1 gram ion per litre, the
standard potential; R is the gas constant, T the temper-
ature and F a charge constant.

A current of silver ions will only flow to the nucleus,
and thus the nucleus will only grow, if the nucleus is
given a potential that is lower (‘less positive’) than the
equilibrium potential Eag, e.g. by the addition of a
reducing agent ( fig. 5).

When a silver nucleus is brought into an environment
that contains a redox system, i.e. one in which reducing
and oxidizing agents change reversibly one into the
other, then depending on the chosen concentrations
and standard potential the nucleus either takes up or
gives up electrons. If it takes up electrons the nucleus
acquires an increasing negative charge, until here again
an equilibrium is reached. The potential at this equi-
librium is

RT

[Ox]
= E? —1 .
redox + F n [Red]

E

redox (5)

A current of electrons, which is required for the
growth of the nucleus, will only flow to the nucleus if
it is given a potential that is higher (‘less negative’)
than the redox potential FEreqox, €.2. by the addition
of Ag* ions.

When reducing agent, oxidizing agent and Agt ions
are simultaneously present, the potential of the nucleus
assumes an intermediate value Eny, at which the cur-

Eredax

la

Fig. 5. The current ic of Ag* ions to a nucleus and the current iq
of electrons to the nucleus as a function of the potential differ-
ence E between nucleus and solution (the ‘potential’). When the
silver nucleus is brought into an environment of Ag* ions, an
equilibrium is established at Eag (zero current) ; when the nucleus
is in equilibrium with a mixture of reducing and oxidizing mole-
cules, the potential is equal to Ereaox. In the simultaneous pres-
ence of Agt ions and reducing and oxidizing molecules, silver
is deposited on the nucleus. The potential thus acquires an inter-
mediate value En at which the current of Agt ions to the nucleus
is equal to the current of electrons to the nucleus.

Philips tech. Rev. 33, No. 1

rent of Ag* ions to the nucleus is equal to the current
of electrons to the nucleus, and at which the reduction
of silver ions to silver at the nucleus takes place just as
fast as the oxidation of the reducing agent.

The growth of the nuclei — and also the spontaneous
nucleation, which is based on similar reactions — takes
place when the difference AE between the equilibrium
potentials Eag and FEreaox is positive. The higher the
positive value of AFE the stronger the spontaneous
nucleation. If AE were negative a current would flow
in the opposite direction, and silver would then be
converted into silver ions. This is an unwanted reac-
tion, for it would make silver deposition on the photo-
graphically formed nuclei impossible, and might even
cause the nuclei to dissolve. The way to prevent spon-
taneous nucleation is therefore to give AE the lowest
possible positive value.

This does not necessarily imply low development
rates, since the development rate depends less on AE
than on the concentrations of the reagents, in particular
the concentrations of Agt and the reducing agent. A
high development rate can be obtained without the un-
wanted consequences of strong spontaneous nuclea-
tion. Again, there is a special way to prevent this from
speeding up the growth of nuclei that are still being
spontaneously formed, which would be just as disas-
trous.

Large concentrations of Ag+ and reducing agent give
a high development rate. From equations (4) and (5)
we may derive the following expression for a reversible
redox couple Fe3+/Fe?+:

— ) 0
AE = EAg— Epa+pet+ = EAg— ERe3+pe2+ —

©)

RT [Fe3+]

F | [Agt] [Fet’

It can be seen from this equation that AE can be small
for large concentrations of Ag* and Fe?+ if steps are
taken to ensure that the Fe3+ concentration is sufficient-
ly high; in this case spontaneous nucleation will be
negligible.

But however few nuclei may now form spontane-
ously, the rate at which they grow is so much greater
that if no further measures are taken the life of the
developer is still generally too short for practical pur-
poses.

An adequate solution to the problem has been found
by H. Jonker and A. Molenaar [31 who were able to
use microelectrophoresis to show that the metal nuclei
spontaneously formed in the developer are negatively
charged. This led to the idea of screening these nuclei
with positively charged surface-active molecules (soap
molecules). These molecules consist of a long apolar
chain with a positively charged group at one end. It
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would appear that these positively charged groups
gather around the negative nucleus, while the apolar
chains point outwards from it (fig. 6). The nucleus
thus surrounded will be surrounded by a second layer
of soap molecules in the solvent, but this time the posi-

Fig. 6. The nucleus in a physical developer surrounded by a
micelle consisting of stabilizer molecules. The metal cations in
the developer are repelled by the micelle, which prevents the
nucleus from growing further.

tively charged groups remain on the outside. This
results in fairly laige, positively charged particles
(‘micelles”) on which the metal ions in the developer
cannot readily settle since they also carry a positive
charge.

For the physical development of a photographically
formed latent image it is however essential that the
stabilizing surfactant should not penetrate into the
photosensitive layer, because in that case the nuclei
there too would be screened. In the most commonly
used materials in which the photosensitive compound
is dispersed the pores are so small that the stabilizer
molecules have no chance of penetrating [41.

The techniques described above have been applied
in making physical developers whose life is a hundred
to a thousand times longer than that of the original
one, with a development rate four times greater. Where-
as the life of a physical silver developer used to be
about 5 to 10 minutes, the stabilized versions now have
a life of more than three months, and the development
rate has been increased from 0.05 to 0.23 milligrams of
silver per cm? per minute. :

In applications where a conducting pattern is to be
grown on the surface it is however better not to use a
stabilizer, since after some time it could have the effect
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of screening the metal that comes from the layer. In a
continuous technique, as used with the photoplating
machine that will be discussed shortly, two-bath devel-
opment is preferred. In this method the developer is
produced right at the place where it is required to act;
this is done by bringing together scparately stored solu-
tions of the silver salt and the reducing agent. This
alternative solution of the stabilization problem is only
effective in some cases, however.

Ultra-microfilm

Recent years have seen a marked growth, particularly
in the United States, of the microcopying business, in
which whole libraries as well as catalogues, telephone
directories and other bulky printed matter of con-
tinuously changing contents are copied on microfilm
(reduction ratio 20-24 : 1) or HR microfilm (reduction
ratio 40-60 : 1), HR standing for high reduction.
Recently UR or ultra-microfilm has also come into
use (reduction ratio of at least 150 : 1) (8], The ad-
vantage of such great reductions is most evident if
regularly changing data have to be sent in large quan-
tities by mail. The number of pages of average size that
can be copied on a UR microfiche (ultrafiche) is 3000
with a reduction of 150 X, compared with 600-1000 for
an HR microfiche. Although the price per fiche is
higher for UR microfilm than for HR microfilm, the
lower postal charges compensate for this when large
numbers of copies have to be sent out.

The PD process based on benzenediazosulphide is
eminently suited for this application. The resolution
allows even greater reduction ratios to be used —up to
500 : 1 — and these reductions can also be made in
yellow light and at normal room temperature (this is
not possible with the other processes). Details as small
as 0.3 pm can be reproduced, making it feasible to
copy such bulky works as the Encyclopaedia Brittanica
— 24 volumes of 1000 pages each — on a single micro-
fiche.

Such extreme reductions require high-quality objec-
tive lenses which are carefully corrected for blue light.
Lenses of this type have been commercially available
for some time.

The gamma of the photographic image (the slope of
the straight-line portion of the characteristic curve of
density plotted against the logarithm of the exposure)
can be varied as required by varying the silver-salt/mer-

31 See the fourth article of note [1]. (Jonker, Molenaar- and
Dippel).

4 When a more porous material was used the development did
not in fact proceed so readily. This difficulty was overcome’
by using a stabilizer molecule whose apolar chain was only
0.3 nm longer, i.e. one CHz group.

5] See for example C. P. Yerkes, J. Micrographics 5, 59, 1971.
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It is also worth noting that positive images can be
obtained by reversal processing. This extension of the
potential of physical development is a fairly new devel-
opment at Philips Research Laboratories. Fuither dis-
cussion of this process would however be out of place
here.

Photoplating

Benzenediazosulphonate sensitizer

PD photoplating is our name for the method of
generating metal patterns from a combination of PD
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First of all the film base is given an adhesive coating (2),
which for most applications must be about 4 wm thick.
The adhesive is applied by passing the film over a roller
which is in contact with the adhesive solution. The wet
adhesive layer is then dried with warm air (3), and tra-
vels over a roller (4) in contact w1th a solution of ben-
zenediazosulphonate.

This solution contains lactate additives to prevent
crystallization of the diazosulphonate when it is applied
to the adhesive layer. The solution is also buffered to
keep the acidity constant at pH = 4 to prevent chemi-
cal decomposition, and it contains thickening additives.

To the younger members of the audience, Philips said, < When,
after having reached some conclusion, you find that someone ¢lse
has a better idea, don’t be headstrong ; never think of opinions as
a matter of prestige. It is bcttcr to turn back half way than to
persist on a wrong course.’

This was a principle to which Philips had always adhered to
the best of his ability: to accept advice, to listen, to take note of
changing circumstances, and thus to retain the flexibility to
change course in time, in short the policy of rapid adaptation so
valuable to a leader. He had always been aware of the danger-of
profcssnonal blindness, as we have noted earlier, and he felt that
it was to his wife, whose strong common sensc had proved so
valuable, that he owed his" prescrvation from it. His audience
found his grateful references to his wife profoundly moving.

Fig. 8. Re-enlargement of part of the ultra-microfilm of fig. 7.

photography and electroless plating or electroplating.
This method was used in industrial applications at
Philips as long ago as 1965. In that year a machine was
put into use [91 for making wiring on a continuous strip
of flexible material passed over rollers ( fig. 9). Printed
wiring boards can also be made on the same principle.

In this machine the photosensitive compound is ben-
zenediazosulphonate, and a solution of silver nitrate
and mercurous nitrate is used for forming the metal
nuclei. As already indicated, a developer that contains
no stabilizer is employed.

The flexible base material is usually a polyester or
polyimide film. A 30 cm wide strip of it is passed over
rollers as illustrated schematically in fig. 10. The film
is transported at 5 cm per second, from a feed roller 1.

Table IL Practical data of photographic material based on ben-
zenediazosulphide.

Threshold exposure (405 nm) 0.25 mJ/cm?2
Exposure for density D = 2 0.8 mJ/cm?
Exposure for electron radiation (< 20 keV) 10 pC/cm?

Gamma for photomask material (up to D = 4) 6
Lowest possible gamma (to D = 2) 0.8
Minimum line width obtainable photographically 0.3 pm

After the wet film has been dried with warm air (5),
a thin glassy layer is obtained on the adhesive. With
this method of application the photosensitive com-
pound is close to the surface, so that the metal is able
to build up quickly on the film.

The exposure is made through a transparent plastic
drum 6, in which the light sources are fluorescent lamps
mounted along the axis of the drum. A photographic
negative on which the pattern is to be formed is fixed
around the outside of the drum. The drum and the
negative rotate together with the film, and pressure
rollers ensure good contact.

61 See for example A. Schmitz, Philips tech. Rev. 27, 192, 1966.

71 See F. T. Klostermann, Philips tech. Rev. 30, 57, 1969.

8] The choice of cellulose triacetate, an ordinary commercial
product, represents a considerable advance over the use of
gelatin in the AgBr method. The preparation of gelatin for
the emulsion coating is extremely laborious, and requires a
great deal of skill, understanding and experience. Even the
gelatin has to be of the correct type, which can only be ob-
tained from the hides of cattle from particular mountain
pastures. ' )

91 This machine was developed by H. C. N. van der Sanden
and H. J. Veenendaal of the Chemical Laboratory of the
Philips Radio, Television and Record-playing Equipment .
Division, Eindhoven.
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of copper or nickel. This is done in an electroplating
machine developed for this application (it can be seen
in the background in fig. 9J. S .
During the various rinsing operations; metal ion
from the nucleation bath and from the developer are
carried along with the rinsing water. Treatment with
ion-exchange resins to remove these metal ions com-
pletely has been available for some time; the process
does not therefore contribute to water pollution.

w
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ductor patterns for telecommunication and space appli-
cations, fields in which reliability is very important.
Silver, when subjected to strong electric fields, has a
tendency to migrate, and in certain conditions this can
cause short-ciréuiting. Although this seldom happens,
the risk is enough to make the use of silver inadvisable
for conductors for such applications.

It is possible to make conducting patterns without
using silver if titanium dioxide is used as the sensitizer.

Fe?, Fe™*

munmmnG

Fig. 10. Operation of the PD photoplating machine in fig. 9. I film supply. 2 bath containing
adhesive and roller. 3 drying. 4 bath containing diazosulphonate solution and roller. 5 drying. .
6 exposure drum of transparent plastic around which a photographic negative is fixed. The
black dots are cross-sections of the fluorescent lamps used as light sources. 7 bath containing
silver and mercurous salts and roller. 8 rinsing. 9 drying. /0 spray installation for applying.
silver-nitrate solution. /1 bath from which the reducing agent is applied to the strip. 72 upper
track along which the development takes place. 13 rinsing and drying. 14 roller on which
the finished product is wound. If necessary further plating can be carried out in an electro-
plating machine (this can be seen in the background in fig. 9). .

Finally, there is another version of the same tech-
nique that uses the same machine. If the silver patterns
are applied to a poorly binding thin coating of adhesive,
the metal pattern can be stripped from the adhesive
after electroplating with nickel or copper. To minimize
possible damage, the adhesive can be treated for this
purpose with an organic solvent. Fine wire gauze can
be made in this way, e.g. for use as grids in indicator
tubes. Fig. 12 gives more information about this and
other applications.

Titanium-dioxide sensitizer

In the two modifications of the PD process described
above, in which the sensitizers are benzenediazosul-
phide and benzenediazosulphonate, silver is used for
forming the image. The application may however re-
quire that no silver should be used. This is so with con-

Titanium dioxide is a semiconductor with an energy
gap of 3.1 eV between valence and conduction bands.
On exposure to light from the near-ultraviolet part of
the spectrum, electrons can be raised from the valence
band to the conduction band, thus producing an active
form of titanium dioxide. This can react with palladium
salts to produce palladium nuclei. These nuclei catalyse
the deposition of copper and nickel in an autocatalytic
physical-development process.

The photosensitivity of titanium dioxide is a property
of the material in the solid state. In this case it is there-
fore necessary, as with AgBr, to use the sensitizer in the
form of grains, and not in molecular forms. The reso-
lution, compared with the two other modifications of
the PD process, is therefore unavoidably lower. A
special technique has made it possible to limit this
reduction in resolution. The titanium dioxide grains
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The miniaturization of pressure transducers offers
-various advantages in measurement techniques. The
first is an improved frequency characteristic, since the
frequency response of a pressure transducer improves
with decreasing mass and dimensions. We have made
transducers that faithfully follow periodic pressure
variations up to about 100 kHz. This represents a band-
width about a hundred times greater than that of con-
ventional pressure transducers. A miniaturized trans-
ducer also interferes less with the pressure to be meas-
ured. Another associated advantage is that tempera-
ture differences across the surface of the diaphragms
are small.

Miniaturization has allowed many measurements to
be made that were previously thought to be almost
impossible, and this is of course also partly due to the
useful properties of the single-crystal silicon incor-
porated in the transducers. Pressure measurements on
scale models in wind tunnels, measurements in fast
hydraulic control systems, ultrasonic measurements of
certain types, and local blood-pressure measurements
(for example inside a blood vessel in cardiovascular
examinations) are four examples of cases where the new
transducers can prove to be of great value.

Why is single-crystal silicon a more attractive mat-
erial for diaphragms and for strain gauges than the alloy
metals ? One of the reasons is the fact that pure single-
crystal material obeys Hooke’s law over a wider range
of strain values, the resulting stress being proportional
to the strain in a given direction up to an elongation
of about 19%. With the alloy metals, on the other hand,
the elastic limit is exceeded at a ten times smaller strain;
permanent deformation then occurs, and the repro-
ducibility deteriorates as a result of hysteresis effects.

In structural terms, the single-crystal material is
clearly superior in ruggedness and strength, and is free
from hysteresis. It can withstand high temperatures,
remaining perfectly elastic up to about 500 °C, and it
is chemically not very reactive. ’

However, it is not because of any of these features
that single-crystal material is used. It has been chosen
because of another elastic effect: the piezoresistance
effect. This is the change in the resistivity of the material
caused by a mechanical stress.

From the expression g//D for the resistance R of a
conductor of a cross-section D, length /and resistivity g,
it can be shown that the change in resistance in a de-
formed strain gauge is composed of two terms:

AR = @A(//D) + (I/D)Ag.

The first term on the right-hand side of this equation
describes the change of resistance directly caused by
the deformation of the conductor. The second term is
the contribution of the piezoresistance effect, as the
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deformation is accompanied by a mechanical stress
that changes the resistivity. -

The alloy metals also give the piezoresistance effect,
but the change it brings about in the resistance is
generally considerably less than that caused by the
ordinary deformation effect, i.e. by the change of length
and cross-section under strain. _

Since 1954 it has been known that the piezoresistance
effect is very much larger than the ordinary deforma-
tion effect in single-crystal silicon [81. In this material
the same stress causes a change in resistance that is a
hundred times greater than in the alloy metals, resulting
in a proportionately larger output signal from a trans-
ducer using such a strain gauge. A. disadvantage of
silicon strain gauges is that their resistance is rather
temperature-dependent.

We shall now take a closer look at the piezoresistance
effect in strain gauges located in a diaphragm of single-
crystal semiconducting material of cubic structure, and
we shall then discuss the new pressure transducers with
their characteristics and fabrication processes.

The piezoresistance eﬂ'ect

Let us first of all examine the physical background
of the piezoresistance effect in silicon.

In a P-type single-crystal silicon chip the normal
single valence band is not found, but a more complicat-
ed structure, described as a degenerate valence band.
The holes are therefore of two kinds. They differ in
effective mass, which has the result that the contribu-
tions to the conductivity measured in a particular
direction are different. Nevertheless, the conductivity
of non-deformed chips is independent of direction; this
is referred to as the ‘normal’ conductivity. If, however,
there is deformation in a particular direction, for exam-
ple along a crystallographic axis, the value of the effec-
tive masses — and also the ratio between the number of
‘light’ and ‘heavy’ holes — may change considerably.
Both effects are strongly dependent on the direction.
The deformation is associated with a mechanical stress
in the same direction. The resistivity for currents in the
direction of the mechanical stress changes in that direc-
tion. The magnitude of this piezoresistance effect there-
fore depends closely on the direction chosen.

In the case of N-type silicon the explanation of the
effect is rather different. The conduction electrons are

11 See for example: Semiconductor and conventional strain
gauges, (ed. M. Dean III and R. D. Douglas), Academic Press,
New York 1962, and T. Potma, Strain gauges. Centrex,
Eindhoven 1967. .

121 Further details are given in: A. C. M. Gieles, Subminiature
silicon pressure transducer, 1969 IEEE Int. Solid-State Cir-
cuits Conf. Digest tech. Papers, pp. 108-109.

181_ C. S. Smith, Piezoresistance effect in germanium and silicon,
Phys. Rev. 94, 42-49, 1954.
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Table I. Fundamental piezoresistance coefficients 744, 711 and
m12 of single-crystal silicon (resistivity between about 102 and
10-8 Qcm) and expressions for the longitudinal and transverse
coefficients s, and s;, applicable to strain gauges which are
arbitrarily oriented with respect to the crystallographic axes.
Fi1 and Fip are geometrical factors (see text).

Type P N
Coefficient 71 =M = 0|71 = —2 712, 7aa =0

711(1 — 3 Fu1)

7 2 7waaF11

) —maaFe — 4m11(1 — 3 F12)

In the first case we choose the diaphragm plane paral-
lel to the plane determined by a main diagonal and an
edge of the cubic crystal, for example the (110) plane.
For gauges in this diaphragm with a direction perpen-
dicular to the cube edge, we then have:

Do = §mas0)0,

where 744 is one of the fundamental coefficients. In this
case the longitudinal coefficient =, is equal to half the
fundamental coefficient 7744, and the transverse coef-
ficient 7 is equal to zero. For gauges parallel to the
edge the whole effect disappears because =, is then
zero as well as = X .

In the second case, where the diaphragm plane is
taken parallel to a plane determined by three side diag-
onals, we find on the contrary a certain isotropy. In
such a plane, for example the (111) plane, the change
of resistivity is given by

Do = }mad(o, — o, )e,

irrespective of the orientation of the gauge. Although
in this case the piezoresistance effect is smaller than in
the first case, there are definite technological advantages
if the orientation of a gauge is not too critical.

There are graphs from which the fundamental coef-
ficient 744 can be determined for, say, a diffusion zone
in single-crystal silicon as a function of the surface
doping concentration and the temperature [81. The max-
imum value of this coefficient (about 140 X 10-11 m2/N
at room temperature) is found for resistivities greater
than about 1 Qcm. Unfortunately the resistivity is
most dependent on temperature in this region. A
good compromise is a choice in the region of 0.015 Qcm,
which reduces the temperature dependence by a factor
of five, while reducing maq4 itself by only about 30%,.
Finally, there is the preference for gauges of P-type
material. There are various reasons for this. One is that
the fundamental piezoresistance coefficient 744 is about
359% greater than the coefficient 713 that would have
to be used for N-type silicon. Another is that the
relation between change of resistance and strain is
more linear in P-type silicon and the temperature
dependence is less.
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The new pressure transducers

Location of the strain gauges

The free choice in the location of the four strain
gauges on the diaphragm makes it possible to give a
transducer a choice of desirable features, such as high
sensitivity or temperature independence. It is of course
then necessary to know the orientation of the crystallo-
graphic axes with respect to the diaphragm.

Out of the many possible locations we have only
adopted the two mentioned in the previous section.

Our aim with the first location was to obtain a pres-
sure transducer with the simplest possible bridge ar-
rangement on the diaphragm and with the least tem-
perature dependence. The diaphragm lies parallel
to the (110) plane. The bridge consists of two gauges
in the [001] direction and two in the [110] direction,
and all four are located close to the centre ( fig. 3). The
piezoresistance effect does not then arise in the first
pair. The second pair, on the other hand, is subject to
a reasonably strong effect. Because they are all close
together the four gauges encounter very nearly iden-
tical temperature changes. A change in temperature
hardly affects the balance of the bridge at all, since the
four resistances then change by the same amount. The
bridge does however go out of balance if the pressure
changes.

Although this arrangement looks promising, it has
not in practice come up to expectations, for two main
reasons. The first, which is apparently related to the
fairly high anisotropy of the elasticity in the (110) plane,
is the presence of strongly direction-dependent mechan-
ical stresses in the diaphragm at zero pressure. The
second is that the measurements are not sufficiently
reproducible, owing to variations in the junction resist-
ances between the aluminium and the P-type silicon
of the gauges.

These difficulties do not arise in the transducers in
which the second choice of location is adopted ( fig. 4).
The diaphragms in this case are parallel to the (111)
plane. The internal stresses at zero pressure are now
found to be negligibly small, and the orientation of the
gauges with respect to the crystallographic axes is not
particularly critical. The gauges form one continuous
diffusion path, and all junction resistances from alumi-

41 8. Timoshenko and S. Woinowsky-Krieger, Theory of plates
and shells, 2nd edition, McGraw-Hill, New York 1959.

5] See the review article by H. B. Huntington, The elastic con-
stants"of crystals, Solid State Physics 7, 213-351, 1958.

61 See W. G. Pfann and R. N. Thurston, Semiconducting stress
transducers utilizing the transverse and shéar piezoresistance
effects, Appendix B, J. appl. Phys. 32, 2008-2019, 1961.

[l A review of the subject has been given in: R. W. Keyes, The
effects of elastic deformation on the electrical conductivity
of semiconductors, Solid State Physics 11, 149-221, 1960.

81 Q. N. Tufte and E. L. Stelzer, Piezoresistive properties of
silicon diffused layers, J. appl. Phys. 34, 313-318, 1963.
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Fig. 3. Location of the strain
gauges (S1,...,4) in the (110)
plane for minimum temperature-
dependence of the pressure trans-
ducers. Gauges S1 and S3 react
only to temperature, Se and S to
pressure and temperature. In this
configuration the resistances of
the junction between the alumi-
nium connecting strips and the
P-type silicon of the gauges are
included in the current-carrying
part of the bridge circuit, which
is a disadvantage because these
resistances are not constant. The
area outside the dashed circle is
the clamp ring, which carries the
contact strips for the electrical
connections.

nium to P-type silicon are kept ‘outside’ the current-
carrying branches of the bridge circuit. This helps to
prevent interference with the pressure measurements.
In this configuration the four resistances are identical,
and the gauges therefore have the same number of
right-angle bends. The changes in resistance are of the
same magnitude but of opposite sign, which increases
the sensitivity of the bridge and facilitates measure-
ments. The active parts of the gauges S; and S3 are
arranged radially because at the edge of the diaphragm
the radial component of the stress is several times great-
er than the tangential component (fig. 2). Another
attractive feature of the pressure transducers based on
the configuration in fig. 4 is that fabrication is straight-
forward with few rejects.

Fig. 4. Configuration of four strain gauges (S1, ..., 4) and alu-
minium connections in the (111) plane. The gauges have the same
resistance and the same number of right-angle bends. The changes
in resistance that occur are equal in magnitude but of opposite
sign. Diaphragms with this configuration are found to be more
satisfactory than those in fig. 3. The dashed circle again indicates
the boundary of the free part of the diaphragm.

Features of the transducers

The measuring range of the pressure transducers with
the configuration of strain gauges and connections
illustrated in fig. 4 on the diaphragm can be varied
extensively by selecting the ratio between the thickness
and diameter of the diaphragms. The limits of the
measuring range lie at about 1 atm and 100 atm. These
values correspond to thickness/diameter ratios of 0.015
and 0.15. Within these limits the sensitivity is the same,
ie. a full-scale deflection of 20 millivolts per volt ap-
plied to the bridge. The sensitivity is satisfactorily linear
with the pressure being measured, deviations remaining
below 1% of maximum unbalance. If a little greater
deviation from linearity is permissible, or a slightly
lower sensitivity, the pressure range can be extended to
0.2 atm full scale. The linearity is worse because the
flexure in the middle of the diaphragm is no longer
small compared with the thickness. The diaphragm
bulges out in the middle (the ‘balloon effect’ [4)).
The transducers can safely be overloaded, and an over-
load of ten times full scale causes no damage. The zero
shift is at the most 0.02 % of full scale per degree Cel-
sius. The adverse effect of temperature on the signal
sensitivity of the circuit can be kept below about the
same level by means of a compensating device, such as
an NTC resistor connected in series.

The reproducibility of the measurements is excellent;
the differences are no more than 0.05%, which shows
that the transducers are free from hysteresis effects and
creep.

Technology

The main technological problem to be solved was to
find the right combination of planar silicon technolo-
gies with two advanced finishing processes to enable the
transducer with all its composite parts to be made in a
single monolithic device of the required miniature
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A water-pressure operated control system for dishwashers

P. L. Holster, C. J. Th. Potters and H. F. G. Smulders

In the automatic washing machines at present on the market the various washing pro-
grammes are controlled by an electromechanical system. However, by using ‘fluid-logic’
elements it is now possible to make compact control systems that work entirely from the
water pressure. The experimental system for dishwasher control described in this article
is one of the results of investigations at Philips Research Laboratories.

Introduction

In an automatic washing machine the various parts
of the preselected programme (prewash, main wash,
rinse, etc.) have to be worked through automatically
in the correct sequence. Each part of the programme
requires in turn a number of successive operations
from the machine; for the main wash, for example,
these could be: filling to the high level while adding a
detergent, heating to 60 °C, washing and finally drain-
ing off the water. To make this whole process take place
automatically a fairly complicated control system is
needed.

For many of the machine operations the only pro-
gramming required is to set the operating time. A
control system for washing machines therefore always
contains a timer, consisting of a miniature synchronous
motor, or stepping motor, which drives a camshaft on
which cams operate switches controlling the various
parts of the machine. The whole system is generally
referred to as a programme timer. There are some
machine operations, however, where the most important
factor is not the operating time but the attainment of
a certain final state: filling to a specified level, heating
to a specified temperature. During these phases of the
process the programme timer therefore has to be
stopped until the final state is reached. This makes
the control system more complicated, especially where
some conditions have to be satisfied simultaneously.
For example, the heating may only be switched on if
the programme timer gives the command, and if the
drum has been filled to a specified level, and if
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the final temperature has not yet been reached; the
drum must be emptied when the programme requires,
or if a fault in the system makes the machine liable to
overflow. Such combinations of conditions can be
described with logic functiofs, in this case AND and
OR functions. To meet all these conditions, the control
system of a washing machine must therefore contain a
logic circuit as well as a programme timer. This logic
circuit controls the operation of the machine and is
controlled by signals from sensors that detect quanti-
ties such as level or temperature. In conventional
control systems all these components are electrical or
electromechanical.

A few years ago E. A. Muijderman of Philips Re-
search Laboratories proposed the idea of developing -
a control system for washing machines that would
work entirely from the water pressure, making use of
the new technique of fluid logic or ‘fluidics’ (1. Al-
though a water-operated logic circuit could also be
built with conventional hydraulic techniques, the result-
ing systems would be too complicated and too bulky
for this application. The camshaft drive is no problem;
there is sufficient energy available in the water mains
to allow a small hydraulic motor to be used for this
purpose. (The Dutch water-supply authority, for
example, officially guarantees a water pressure of
1 atmosphere at the tap, and in practice it is usually
much higher.) .

1) Fluidics, or fluid logic, is the term used to describe the use of
fluids — gas or liquid — for carrying out logic or amplifica-
tion functions. Where a gas is used in the operation of fluid-
logic elements, the term gas logic or air logic is sometimes
used (in practice the gas is usually compressed air).
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To investigate the possibilities of systems operating .

from the water pressure we have made an experimental
control system for a dishwasher. We chose a dishwasher
because it works with a much simpler programme than
an ordinary washing machine. Before dealing with
this system we shall first discuss the logic elements
used.

The logic elements

In fluidics a distinction can be made between two
- groups of elements: those with and those without
moving parts. The elements without moving parts
work through the interaction of flowing fluids. We
therefore call them dynamic elements. The other group
includes a large number of devices in which com-
ponents such as diaphragms, valves, foils or balls
are displaced by the pressure of the fluid. This second
group of elements can be further subdivided into
static and quasi-static elements. In static elements
there is no fluid flow except during switching from
one state to another, while quasi-static elements allow
fluid to flow in one of the states — though the quantity
that flows is much smaller than with the dynamic
elements.

The logic elements used in our control system are
mainly quasi-static diaphragm elements, chosen be-
cause they are very simple and also reliable. While it
might seem that the restrictors in these elements could
easily become blocked, this was not found to happen
in practice. Other static elements that we could have
used instead would have required diaphragms of a type
too complicated for the manufacture of a single proto-
type. The water consumption of the quasi-static ele-
ments is not a disadvantage in the control of a washing
machine, since the water can be drained into the wash
unit. All the elements employed are binary, and their
input and output signals are either hydraulic or
mechanical.

The input elements, which are required to convert
mechanical signals (in this case the positions of cams)
into water-pressure signals, are quasi-static elements
with a valve, called baffle nozzles. The principle of this
element is illustrated in fig. 1. The water supply is
connected to the input 4. When the valve (the baffie)
B is closed, the pressure in the element, and hence the
pressure at the output F, is equal to the input pressure.
(We assume that no water is drawn off at the output,
which implies that only the pressure is used as the
output signal.) When the valve is opened, water flows
through the element from the input 4, through the
restrictor R along the valve and to the outside. The
restrictor is a constriction that acts as a flow resistance,
and a pressure difference appears across it during flow.
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As the valve opens and the flow through the element
increases, the pressure difference becomes greater and
the pressure in the element therefore falls. When the
valve is fully open, the pressure in the element, and
hence the output pressure, will be practically equal to
the ambient pressure. The baffle nozzle is thus an
analog device, the output pressure varying propor-

Fig. 1. Diagram illustrating the principle of the baffle nozzle.
A input to which the water supply is connected. B valve (baffle)
which opens and closes the outlet (the nozzle). When the valve
is closed, the pressure at the output F is the same as at the input.
When the valve is open, water flows through the element to the

- outside. Owing to the pressure difference across the restrictor R

the output pressure falls nearly to the ambient pressure, while -
the input pressure remains high.

tionally with the position of the valve. In our system,
however, only two positions of the valve are used:
‘open’ and ‘closed’, and the baffle nozzle therefore acts
as a binary element.

Fig. 2a shows the baffle nozzle as designed for our
control system. The valve B is opened against the
force of the spring S when the valve rod is raised (by
a cam on the camshaft of the programme timer).
Briefly the device operates as follows: when the pres-
sure at the input 4 is pa, the output pressure pr is
equal to pa when the valve is closed and is zero when
the valve is open. (In this article we take p to be the
excess pressure over the ambient pressure.) When the
input pressure of the element is zero, the output pres-
sure is always zero.

The baffle nozzle is usually used in such a way that
the valve is opened when the machine has to perform
a particular operation; the logic convention we have
adopted is therefore: B = 0 means ‘baffle closed’,
B = 1 means ‘baffle open’. For the water pressure we
have adopted a convention in which 4 = 0 means
‘water pressure at 4 low’, 4 = 1 means ‘water pres-
sure at A high’. With the aid of this description we can
easily verify that the baffle nozzle operates as an AND
gate with negation; Fisonly 1if 4 = 1and B =0
(thus B = not 1): F = A.B. Fig. 2b shows the logic
symbol for the element.

Fig.3a gives a cross-section of the diaphragm
element mostly used in our system. When the pressure
at the input 4 of this element is high and the pressure
at the input C is low, the pressure in the annular space
that communicates with 4 will make the diaphragm
flex downwards against the force of the spring S. A
connection is then established between input 4 and
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output F, and the output pressure will therefore be
high. 1f high pressure is applied at both C and 4, the
pressure will then be the same on both sides of the
diaphragm. The forces acting on the diaphragm are
now approximately equal and the spring S is able to
press the diaphragm against the seat, so that the con-
nection between A and F is broken. Since water can
flow away to the outside through the restrictor R, the
output pressure is low. The restrictor can be omitted
if the pressure drop is allowed to appear across a
water-transmitting element connected to the output.
If we regard the diaphragm device as a logic element,
we see that it works as an AND gate with negation, the
output pressure only being high if the pressure is high
at A and low at C: F = A.C (fig. 3b).

We can also regard the diaphragm device in fig. 3
as a flow amplifier (again of course with negation), for
if C = 0 a connection is established between 4 and F
and the flow of water can be large, while the input C
takes no water in either position. We make consider-
able use of the diaphragm element in our control
system as a flow amplifier in series with a baffle nozzle.
We do this because the baffle nozzle can only handle
very small flows: when water is drawn off at the output,
the output pressure drops even when the baffle is closed,
owing to the pressure difference across the input re-
strictor.

Since quasi-static elements take water in the ‘open’
position, the ‘high’ pressure will gradually fall across
a large number of these elements connected in series.
In such an arrangement the ‘low’ pressure will not
usually be constant either; even fully open valves will
form small flow resistances that will have pressure dif-
ferences across them, so that the low pressure will rise
above the ambient pressure. The two pressure levels
are therefore not defined as pressure values but as
pressure regions. In the system that will be described
here, the high level at a supply pressure ps is defined
by ps > p > 0.8 ps and the low level by 0.2 ps > p > 0.

The control system has to operate a number of
electrical switches (for the heating, the pump, etc.), and
output elements are therefore required that can convert
a water-pressure signal into a movement signal. This
is done by a pair of static diaphragm elements; the
simpler of the two is shown in fig. 4a. When the pres-
sure at A is high, the diaphragm M pushes the rod F
upwards against the force of the spring S (the space
above the diaphragm is freely connected with the
outside). The rod can operate a switch. If F = 0
denotes the rest position and F = 1 the upper position,
then A4 =1 corresponds to F == 1. We can describe this
element by the simple relation F = A; it operates only
as a signal transducer and does not perform. a logic
operation. Fig. 4b shows the symbol used for it.
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The second output element used in our system,
shown in fig. 5a, is somewhat more complicated. It
has two inputs and two diaphragms; fixed between
the diaphragms there is a disc D, of hard rubber. When
pressure is applied to the space between the diaphragms
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Fig. 2. a) The baffle nozzle used in the control system. B valve. S
spring. The valve is opened by raising the valve rod; this is done
by a cam on the camshaft of the programme timer. When the
valve is closed (B = 0) a high input pressure (4 = 1) corresponds
to a high output pressure (F = 1). When the valve is open
(B = 1) a high input pressure (4 = 1) corresponds to a low out-
put pressure (F = 0). If there is no input pressure (4 = 0) the
output pressure is always low (F = 0). b) Logic symbol for the
baffle nozzle; a single line denotes a water-pressure signal, and a
double line a mechanical signal. The element acts as an AND
gate with negation, since F = 1 only if A = 1 and B = 0 (not 1).
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Fig. 3. a) The diaphragm element. 4 and C inputs, F output.
When the pressure is high at 4 and low at C, the diaphragm M
is pushed downwards so that a connection is established between
A and F. The output pressure is then high. If the pressure is high
at both 4 and C, the spring S can push the diaphragm upwards,
breaking the connection. The pressure at F can now leak away
through the restrictor R, which connects with the outside, so
that in this situation the output pressure is low. b) Logic symbol
for the diaphragm element. This element also acts as an AND
gate with negation: F = lonlyif 4 = 1l and C = 0.

F
1IN\l
=1 M :
' . / . A— 1 ==F=A

| .

Z) o
A
a b

Fig. 4. a) Output element that converts a water-pressure signal
into a movement (e.g. for operating an electrical switch). When
the pressure at input A4 is high (4 = 1), the rod F is at its highest
position (F = 1). The operation of the element is thus represented
by ‘the relation F = A; it functions only as a signal converter.

b) Logic symbol for this element. .
4
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via the input A4, the upper diaphragm flexes upwards
and bﬁshes up the rod F. (The lower diaphragm
flexes downwards at the same time, but this does not
matter.) If pressure is applied to the input B and not 4,
then the lower diaphragm flexes upwards; the disc D
transmits this movement to the upper diaphragm,
which again pushes up the rod. The rod is of course
also displaced when both A and B are under pressure.
The element therefore operates as an OR gate: F = 1
when A = 1 or B = 1 (or when both are 1). The logic
symbol for this element is shown in fig. 5b.

We have seen that both the element of fig. 3 and the
output elements belong to the group of diaphragm
elements. However, since the element of fig. 3 is by far
the most widely used in our system, we shall reserve
the term diaphragm element exclusively for this par-

ticular type, and where necessary indicate the output -

elements with their figure number.

21 F=F=A+B

b

Fig. 5. a) Output element with two inputs 4 and .B. Fixed between
the two diaphragms M) and M2 is a solid disc D (of rubber).
The rod Fis in its highest position when the pressure at 4 or at
B is high, or when both pressures are high. The element thus
actsasan OR gate: F=1if 4 =1orB=1(orif 4 =1 and
B = 1). b) Logic symbol for this element.

(a]

Operation of a dishwasher

In most dishwashers the dishes and other articles
(the load) are arranged in racks and sprayed with jets
of water from one or two spray arms which rotate
because of the reaction from the jets of water. A prede-
termined quantity of water is taken for each washing
or rinsing cycle. It is pumped to the spray arms from
a sump at the bottom of the washing unit, drains back
after spraying, is pumped up again, and continues to
circulate in this way through the machine until the
washing or rinsing cycle is completed. The detergent
and the rinsing agent to prevent streaky drying can
therefore be introduced into the machine at any ap-
propriate point, and they automatically mix with the
circulating water. The sump contains the heating
element, and the used water is pumped away from the
sump on the completion of a washing or rinsing cycle.
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The water temperature is controlled by a thermostat,
the water level by a ‘pressostat’ connected to the sump
near the bottom.

In some machines the load is dried by blowing hot
air through it, in others it is heated by the final rinse to
a temperature at which the water still clinging to the
load evaporates. This method is of course cheaper but
takes longer.

In districts where the water is very hard, the machine
has to be provided with a water softener. This works
on the ion-exchange principle: the water is passed
through a solid which replaces the Ca and Mg ions by
Na ions. The Ca and Mg ions are retained in the soft-
ener, which therefore has to be regenerated occasion-
ally with Na ions. This is done at the end of the pro-
gramme by flushing the softener through with a
solution of NaCl.

The control system

Our control system was designed for a dishwasher
with a hot-air drier and water softener; the pro-
gramme is shown in fig. 6.

The load is first rinsed with cold water, then washed,
rinsed twice with cold water, then rinsed with hot
water containing rinsing agent, and finally dried. Dur-
ing the drying the water softener is regenerated; since
this inevitably leaves salt behind, the machine must
first be rinsed clean before starting the programme.
The figure shows the succession of machine operations
during the various cycles of the programme. The valves
of the input elements of the control system have to be
opened and closed to this pattern. The operation of
valve VI departs from the rule that an operation is
always carried out when the appropriate valve is open;

Valve Machine
no. operations

II | Pump out

Fig. 6. Schematic diagram of a pro- mr | Fill

gramme for a dishwasher with hot-air v -
drier and water softener. On the left is Heat to 52°C
a list of the various operations of the o
machine with the numbers of the input V | Heatto 80°C

valves I to X of the control system. An VI | Spray (if vaive shut)
indication is given on the right of the pray (it vaive shu
sequence in which these valves must be VII | Dry

opened as the machine works through
the various parts of the programme (a

VIII
dash means ‘valve open’). The whole

Add detergent

programme is completed in 40 steps of IX | Add rinsing agent
1 minute each, plus the time needed for

heating, during which the programme is X | Regenerate
interrupted.

I | Machine operating
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the spraying action is performed when the valve is
closed. This is done to limit the water consumption of
the control system, since the water is heated during
the spraying operation, and the programme is not
continued until the required temperature is reached,
so that the spraying takes up by far the greatest pro-
portion of the total time.

The valves are operated by cams on a shaft driven by
a hydraulic motor. This is a linear motor in which a
piston makes one stroke per minute; this movement
is converted by a ratchet-wheel and pawl into a rotation
of the camshaft. Since there are 40 positions in the
programme (0 to 39 in fig. 6) the transmission is ar-
ranged in such a way that the camshaft is rotated 9°
for every stroke of the piston, so that the whole pro-
gramme is run through in one revolution of the cam-
shaft. It takes 40 minutes to complete the programme,
plus the total time needed to heat the water.

Fig. 7 shows the logic diagram of the control system.
The input elements are shown on the left in the figure
and the output elements, such as the electrical switches
for operating the pump motors, are shown on the right.
The logic elements are numbered I to 38. The connec-
tions between the elements are indicated with a single
line if they relate to a fluid flow, and with a double line
if the connection is a mechanical one. The letters de-
note input and output signals.

In setting 0 of the programme (see fig. 6) all the in-
put valves are closed (except valve VI, of course). When
the water supply is connected (S = 1) the output pres-
sure of element I (a baffle nozzle with two valves) is
high (4 = 1), so that the diaphragm element 2 blocks
the supply of water to the rest of the system (B = 0).
The machine is switched on by pressing the pushbutton
SB, causing the valve SB of element I to open. The
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output pressure of element / is now low, and the dia-
phragm of element 2 opens the inlet (B = 1). The water
can now flow in two directions, first to the filler valve
FV (for the moment closed), and secondly via a filter Fi
and a reducing valve Red to the door safety unit DP
and the high-level part of the pressostat.

We shall first follow the path of the water through
the door safety unit. This consists of a restrictor with
a hose that allows water to flow when the door is open
and is squeezed shut when the door is closed. This can
be considered as a baffle-nozzle element (3); closing
the door then corresponds to shutting the valve DP.
‘When the water supply is opened (B = 1) and the door
closed (DP = 0), the output pressure of element 3 is
high (C == 1). In this situation the actual control part
of the system must enter into operation. Since this
requires a fairly large water flow, and element 3
cannot supply this, two diaphragm elements 4 and 5
are connected in series with this element as flow ampli-
fiers. Element 5 passes the flow of water capable of
supplying the control section (D = 1). (We have used
two elements in this case since one element gives a
negation, whereas here an input signal 1 must also
result in an output signal 1.) A pressure now acts on
the line that runs from top to bottom in fig. 7; the
linear motor LM and a large number of input elements
are connected to this line. The motor consequently
starts up, causing valve I to open as soon as SB is
operated and the door closed. The pushbutton can
now be released and the machine left to complete the
programme automatically. At the end of the pro-
gramme the machine is stopped by valve I, which closes
when the machine switches from setting 39 to setting 0,
causing element 2 to interrupt the water supply. As
long as the machine is in operation a neon lamp remains

Machine Prerinse Wash Rinse Rinse Hot rinse with Dry and
rinse rinsing agent regenerate
I 2 314 5 6 7[8 9 1011 12 13|14 1516 1718 19 20 21|22 23 24 25 26 27 28 29 30}31 32 33 34 35 36 37 38 39| 0

i
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alight; this is switched on by element 6 (an output
element of the type in fig. 4) and the switch NS.

Let us now follow the programme step by step. In
setting I valve Il is opened to admit the water into
the machine. The output pressure of baffle nozzle 7 is
now low and the output pressure E of diaphragm
element & is high. This pressure is applied to baffle
nozzle 9, which forms part of the pressostat. In the
rest position the valve of this element is closed; when
subjected to the water pressure in the machine it opens
as soon as the normal water level (VL) required for
washing and rinsing is reached. As long as valve NL is
closed (NL = 0) and valve II] is open (E = 1) the
output pressure of element 9 is high (F = 1). Elements
10 and 11 now cause the filler valve FV to open
(W = 1), allowing water to flow into the machine. The
filler valve does not close again until the pressure F is
low, which is the case either when the normal water
level is reached, so that valve NL opens, or when valve
I closes. (The programme must of course be arranged
so that for a given cycle time of the motor there is
sufficient time for the required level to be reached
before valve III closes again.)

In setting 2 of the programme, valve /I is opened
and the pump is started. Meanwhile the water con-
tinues to flow in, since the machine has first to be
rinsed clean. When valve II is opened, element /3
gives the signal G = 1. This signal is applied to element
14 (an output element of the type in fig. 5) which
operates the pump switch PS. In setting 3 of the pro-
gramme valve II] is again closed, stopping the inflow
of water; pumping continues, and the water in the
machine is completely drained away.

For the second part of the programme, the cold
rinse, the filler valve is first opened to let the machine
fill up to the normal level. Next, in setting 5 of the
programrite, the spray pump that sends the water to
the spray arms is started. This is done by closing valve
V1, which is open in the rest state. The output pres-
sure of baffle nozzle 15 is then high (A = 1) and this
signal causes element /6 to operate switch SS, which
actuates the spray pump.

Fig. 7. Logic scheme of the control system. The input elements
are on the left: SB starting button; DP door safety unit; 7 to X
valves of baffle nozzle elements, which are raised by cams on the
camshaft. The output elements are on the right: FV filler valve;
switches NS for a neon indicator lamp, PS for the pump, HS
for the heating, SS for spraying and DS for drying; Det, Rin and
Reg are outputs whose pressure is used for introducing the
detergent, the rinsing agent and the regenerating salt. Also
shown in the scheme are a filter Fi, a reducing valve Red, and the
linear motor LM that drives the camshaft. The figures I to 38
denote the various logic elements, and the letters 4 to U denote
pressure signals. The pressostat and the thermostat are sur-
rounded by a dot-dash line.

FLUIDICS CONTROL FOR DISHWASHERS 35

We shall not follow the programme further here,
but will take a look at the remaining parts of fig. 7. In
addition to the valve NL the pressostat contains two
other valves: HL and LL. Valve HL (high level) is an
overflow safety valve. In normal operation the valve
stays closed, but it opens if a fault occurs, e.g. in the
filler valve, that might allow the water level to rise too
high. The element used is again a baffle nozzle. It is
directly connected to the reducing valve so that, what-
ever the position of the door, if the water level is too
high (HL = 1) the output pressure of element 6 is
low and that of element 17 is high (/ = 1). The pump
switch is then operated via element 74.

The heating element must not of course be switched
on before the machine has filled up far enough for the
element to be completely submerged. This protection
of the heating element is provided by the low-level
valve LL of the pressostat. This is open when the
machine is empty and closes as soon as the machine
has filled to the lowest level at which the heating can
safely be switched on. Baffle nozzle I8 then gives the
signal J = 1, which causes diaphragm element 20 to
open the inlet to baffle nozzles 27 and 26, allowing the
heating to be switched on (L = 1). As in the door safety
unit diaphragm elements /9 and 20 are connected as
a flow amplifier without negation.

To heat the water to 52 °C valve IV is opened so
that element 22 gives the signal M = 1. Element 23 is
a baffle nozzle that forms part of the thermostat. When
the water temperature is lower than 52 °C the valve of
this element is closed, so that a high input pressure
gives a high output pressure (N = 1) and the heating
is switched on by means of element 24 and switch HS.
The signal N is also applied to element 25. This shuts
off the flow of water through the motor, which there-
fore stops and the programme is discontinued. (The
reason why this element, like element 29, which performs
the same function for heating to 80 °C, is located after
the motor and not before it, will be explained when we
deal with the motor.) When the water temperature has
reached 52 °C the output pressure of element 23 goes
to the low level, so that the heating is switched off,
the motor starts up again, and the programme is
resumed. The same functions are performed by valve V'
with elements 26-29 and the signals L, P and T for
heating to 80 °C.

We are left with elements 30-38 to consider. When
valve VII is opened (in setting 32 of the programme),
elements 30, 31 and 32 actuate the switch DS of the
hot-air drier. When valve VIII is opened, the output
pressure of element 34 rises (U = 1). This water
pressure is used to feed a quantity of detergent into
the machine, e.g. by tilting a filler tray. In the same
way, a signal from valve IX causes element 36 to add
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rinsing agent, and finally, a signal from valve X
causes element 38 to supply the regenerating salt to the
water softener.

Design and construction

To make the construction of this type of control
system as simple as possible, a design was used in
which the whole system is assembled from a number
of plastic plates separated by sheets of rubber — a
kind of sandwich construction. The elements are
introduced by milling holes in the plates; for a dia-
phragm element, for example, this can be a recess in
one plate and a diaphragm seat in the next plate, so
that the rubber sheet can serve as a diaphragm between
these plates. At locations where there are no elements,
the rubber sheets act as a seal. The connections be-
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under the diaphragm. In practice the two elements
therefore form a single space. We have located the
restrictor R; of the baffle nozzle on the left of the dia-
phragm element, below the input A of the supply pres-
sure, thus dispensing with the need for a separate
supply line to the baffle nozzle, and making the design
much simpler.

Before describing the construction of the complete
system, we shall first discuss the design and operation
of some components that have so far only been men-
tioned briefly.

The linear motor

The motor used for the intermittent drive of the
camshaft in the programme timer is a linear hydraulic
motor (see fig. 9). The motor piston MP gives one
stroke per minute; this movement is controlled by the

N

7

¢

7

a

b

Fig. 8. a) Cross-section of the elements that convert the mechanical signal from a cam into a
water-pressure signal for introducing the programme information. The elements are con-
tained in a sandwich construction of plastic plates, separated by rubber sheets which act as a
seal and also serve as diaphragms for the diaphragm elements. On the right is a baffle nozzle,
whose valve is raised by a cam, and on the left can be seen a diaphragm element. 4 input for
the supply pressure. Foutput. R; restrictor for the baffle nozzle. Rz restrictor for the diaphragm
element. E outlet. ) Logic diagram for this arrangement.

tween the elements are also milled into the plates, and
where necessary holes are punched into the rubber
sheets for this purpose. The other parts of the elements
(springs, valves, etc.) are mounted in position when
the plates and rubber sheets are assembled.

As an example of this sandwich construction fig. 8a
shows a cross-section of part of the programme input,
consisting of a baffle nozzle combined with a dia-
phragm element, which converts the position of a cam
into a water-pressure signal. Fig. 86 gives the logic
diagram for this arrangement. The elements in this
design have the same form as in figures 2 and 3. Since
the output signal of the baffle nozzle has to be applied
to the control input of the diaphragm element, the
inside of the baffle nozzle is connected with the space

valve V, and the cycle time is determined by means of
the delay element D.

The control valve is located between two diaphragms
in a space that freely communicates with the outside
atmosphere. The position of the valve (upwards closed,
downwards open) therefore depends only on the forces
acting on these diaphragms. The space above the valve
is divided into three by two circular seats. The water
supply (supply pressure ps) is connected to the annular
space between the two seats; the outer space, where the
pressure is shown as pi, is connected via a restrictor
with the space under the valve and above the rolling
diaphragm MR of the piston (pressure p2). The central
space (pressure p3) is connected with the delay element,
consisting of the piston DP with rolling diaphragm
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DR, and also with the ‘blocking element’ B, a kind of
diaphragm element. .

We shall now follow a single cycle of the motor,
starting from the initial position in which the valve
rests on the seats, all pressures are equal to zero and
the motor piston is at its highest position. When the
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rolling diaphragm, the other due to the spring. We
assume that the spring force is constant over the whole
piston stroke (it can be approximated fairly well by a
highly prestressed weak spring), and we define a factor
o such that the two forces acting on the piston balance
one another when ps = aps. As soon as pa rises to this

Fig. 9. Cross-section of the lin-
ear motor used for driving the

camshaft. MP motor piston, MR

rolling diaphragm providing the A —
piston seal. ¥ control valve. ps R
supply pressure, pe ambient 3
pressure. p1 pressure in the outer
annular chamber above the
control valve. p2 pressure in the

Z

Y

space under the valve and above
the piston. D delay element with
piston DP, sealed by rolling
diaphragm DR. ps pressure
above the piston DP. B blocking
element. Ri, Rz and Rj restric-
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water supply is connected, the valve is pushed down, so
that water starts to flow along the seats and the pres-
sures p1 and ps rise (see fig. 10a). The pressure p1 rises
almost to the value ps. The pressure ps also rises, but
owing to the pressure drop across the restrictor Ry the
value of pz remains lower than that of p;. Moreover ps
stops rising as soon as the piston begins to move, since
neglecting inertial forces there are two forces acting on
the piston, one due to the water pressure above the

value aps, the piston starts to move (at ¢t = ¢, see
fig. 10z and b). If the motor is not then under load, the
magnitude of pe until the piston reaches its lowest posi-
tion is determined solely by the opposing force exerted
by the spring. This means that during the downward
stroke ps cannot become greater than ops. Not until
the piston reaches its lowest position (at ¢ = #4) can
the pressure start to rise again. : -

The diaphragms above and below the control valve
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are designed in such a way that a pressure p2 = ops
under the valve is not great enough to close the valve
against the action of the pressures exerted from above
(p1; ps and ps). This does not happen until the pressure
becomes higher when the piston reaches its lowest
position. The water supply is then interrupted. The
motor spring now tries to push the piston up again,
but since both the valve and the blocking element are
closed (the latter will be dealt with presently), the

*
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cycle. The piston DP of the delay element is at its
highest position. As soon as the control valve is opened
and p; starts to rise, ps — the pressure above the rol-
ling diaphragm DR of the delay element — also starts
to rise. This increase in pressure also stops when the
piston begins to move (at ¢ = #1, see fig. 10a and ¢).
During this movement the equilibrium of forces is the
same as was described for the motor piston; the pres-
sure p3 does not rise above a value fps, the factor § at '

Ps‘ /

: |

a
| Al
“ 1 i
b ! i
i ! !
I ot
| ! !
5  —t ity
; | \
b ! l
1 1
1 1
! 1
I |
| |
| | .
! —
}
!
!
1
|
|

op

|
1 l/;'ll

Fig. 10. The pressures p1, pz and p3 in the motor (4) and the positions sy of the motor piston
and spp of the delay piston (b and ¢), plotted as functions of time. The positions of the pistons
are given as fractions of their maximum stroke; the initial position (at ¢ = 0) corresponds to
the situation in fig. 9. The whole cycle of the motor is completed between fo and ¢7. The down-
ward stroke of the delay piston starts when ps is equal to Bps, the downward stroke of the
motor piston starts when ps is equal to aps. At the end of the downward stroke of the motor
piston the control valve closes. The delay piston then starts on its upward stroke, keeping the
blocking element closed. This blocks the upward stroke of the motor piston, which cannot
start to move until the delay piston has reached its highest position, and opens the blocking
element. The duration of the cycle completed by the motor is determined mainly by the
duration of the upward stroke of the delay piston. '

water above the rolling diaphragm cannot be displaced,
and the piston therefore remains in its lowest position
(see fig. 106). In this situation the spring acts as a
pressure source, so that we again have ps = aps. Thus
the pressure ps only rises above aps for a moment to
close the valve, and then immediately returns to the
value aps. Since no more water flows through R; after
the valve has been closed, p1 and pz are now equal,
which means that on closing the valve the pressure p1
also falls to the value aps (f = t5 in fig. 10a).

To explain the operation of the delay element and the
blocking element we return to the beginning of the

a given supply pressure — like o« for the motor piston —
being determined by the spring force and by the surface
area of the rolling diaphragm. When the piston has
reached its lowest position (z = 3), p3 rises to the supply
pressure while the piston remains in this position.
From the beginning of the cycle the pressure ps has
kept the blocking element closed. When the control
valve closes (f = t5) the water supply to the delay
element is interrupted and the spring begins to move
the piston DP upwards again, causing the water above
the rolling diaphragm to drain to the outside through
the restrictor Ras. After the control valve has closed the
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pressure pg therefore falls back to the value fps and
stays at this value until the piston reaches its highest
position. During this whole cycle the blocking element
remains closed and consequently the motor piston
remains in its lowest position. The blocking element
does not open until all the water has been expelled from
the delay element and ps has therefore fallen to zero
(¢t = tg). The piston can then begin its upward stroke,
forcing the water through the restrictor Rz. When the
motor has again reached its uppermost position (¢ = t7),
the pressures pi and ps start to fall, until the supply
pressure above the valve again becomes dominant and
the cycle is repeated by the opening of the control
valve.

The total duration of one cycle of the motor, i.e. the
length of the interval between fg and 7, depends on the
speeds at which the pistons move. The speed of the
motor piston during the downward stroke is deter-
mined by the pressure difference pi1 — ps, the swept
volume and the restrictor R;; during the upward stroke
it is determined by the pressure ps, the swept volume
and Rs. The speed of the delay piston depends on the
pressure ps, the volume swept by this piston and on the
restrictor R3. The design is such that the stroke of the
delay piston lasts longer, so that the length of the cycle
is mainly determined by the delay element.

The downward stroke of the motor piston is the
working stroke of the motor, the linear movement of
the piston rod then being converted by a ratchet-wheel
and pawl into a rotation of the camshaft. The resis-
tance to be overcome in this process is not the same for
every working stroke, since during the rotation of
the camshaft differing numbers of valves of input
elements are opened, depending on the programme
instructions. This varying load affects the speed of the
piston and therefore causes a variation in the time
taken for the downward stroke. However, to keep the
cycle time as constant as possible, the downward stroke
of the piston is made very fast to minimize the varying
part of the cycle time.

In dealing with the logic scheme in fig. 7 we saw that
the motor can be stopped by two diaphragm elements
(25 and 29) after the motor, which interrupt the water
flow through the motor on a signal from the thermostat.
In fact these elements are not located after the motor,
but between the blocking element and the restrictor Ra
(fig. 11). Here they work in the same way as the
blocking element: as long as a high control pressure is
applied to one of the elements, the flow remains
blocked and the motor piston cannot begin its upward
stroke. (We saw in fig. 7 that this high pressure arises
when the appropriate input valve is opened, i.e. when
the heating is switched on, and lasts until the desired
temperature is réached.) The motor cannot resume
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operation until all three elements have stopped blocking
the flow. It would of course be possible to stop the
motor by means of diaphragm elements in the supply
line. In that case, however, the motor might stop during
the working stroke at a moment when a valve was not
properly opened or shut, which would upset the oper-
ation of the machine. In our design this is not possible,
since the motor always completes its working stroke
before stopping.
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Fig. 11. Detail of the linear motor in fig. 9, showing that two
additional diaphragm elements located between the blocking
element B and the restrictor Rz can stop the motor in the same
way as the blocking element. These two elements (25 and 29 in
the logic scheme in fig. 7) are controlled by the output signals
N and T from the thermostat. They block the working stroke of
the motor while the water is being heated until the desired
temperature is reached.

Pressostut and filler valve

Fig. 12 shows the design of the pressostat and the
filler valve with the associated logic elements. The
central part of the pressostat is the diaphragm Me,
which is strengthened by a reinforcing disc. The space
above this diaphragm is connected through the inlet
In with the underside of the sump; the space below this
communicates with the outside. After the machine has
been filled, the diaphragm first closes the low-level
valve LL, and then opens the normal-level valves NL.
The water levels at which this takes place can be preset
by special adjusting springs. The cross-section given in
the figure is selected to show two of the three valves
arranged in an equilateral triangle; these are LL in
element 18, with the adjusting spring 4L, and NL in
element 9, with the adjusting spring AN. Only the top
of the rod of valve HL can be seen. To operate the
valves a fairly large force is required. Thus to close
valve LL, it has to be forced down against the pressure
J of about 1 atmosphere. Since valve LL must close
when the pressure above the pressostat diaphragm is
not yet greater than a few centimetres of water, the
diameter of the diaphragm must be much greater than
the diameter of valve LL. ) )

The various elements and signals are indicated in
fig. 12 by the same numbers and letters as used in fig. 7.
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In the sitvation shown there is no water in the machine
and input valve IIT and filler valve FV are closed. The
pressure D, which sets this part of the control system
in operation, is applied to the space above element 7
through a line not visible in the figure. The pressure
from this space is applied to elements 18 and 19 of the
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therefore acts as the input restrictor of baffie nozzle 1J.

- It can be seen that the sandwich arrangement has
been used throughout in the design of the parts of the
control system described here, even for the large
diaphragm of the pressostat and the diaphragm of the
filler valve.

In
|
Me 9 M HL ! 8 LL
L Y M | N
W\\ \ 17 N \41
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Fig. 12. Cross-section of the pressostat and filler valve with the associated logic elements. Me
pressostat diaphragm. In inlet connecting the space above this diaphragm with the underside
of the sump. FV filler valve, B water supply, W drainage to wash unit. LL, NL and HL are
valves of baffle-nozzle elements that are opened or closed by the diaphragm when particular
water levels are reached (low, normal and high). AL and AN are adjusting springs for setting
the low and normal levels. (The elements for the high level are not in the plane of the drawing.)
IIT input valve which receives the signal ‘fill to normal level’ from a cam. The various water-
pressure signals, like the logic elements and the associated restrictors, are indicated by the

same symbol as in the scheme in fig. 7.

low-pressure part of the pressostat, and to elements 7
and &8 near valve III. The output of element 8 con-
nected with the baffle nozzle 9 in the normal-level part
of the pressostat, and from here the signal F goes to
elements 10 and /I which actuate the filler valve. The
input and output restrictors of all these elements are
indicated in the figure; for reasons of design the output
restrictor Rg of diaphragm element 8 is not situated
immediately beside this element. The filler valve FV,
which opens and closes the passage to the wash unit
(W =1 or 0) when there is water pressure at the input
(B = 1), is an enlarged version of the diaphragm
element. The filler valve opens when the pressure
above the diaphragm of this valve decreases, and this
happens when the valve of baffle nozzle 11 is opened
by the signal F = 1 applied via element /0. The water
feed to the space above the diaphragm of the filler valve
goes through a small hole in this diaphragm, which

The thermostat

The thermostat follows the design most commonly
used in washing machines. The measuring element
consists of a sealed tube filled with a fluid with a high
coefficient of expansion. Fixed to this element is a
capillary tube in which the fluid moves in response to
changes in the temperature of the element. This move-
ment is converted by means of a tiny piston (an accur-
ately fitting pin in the end of the tube) into a linear
movement, which is used for successively opening the
valves of baffle nozzles 23 and 28 (see fig. 7).

Design of the complete system

All logic elements, the pressostat and part of the
motor are contained in a sandwich construction of six
plates and five rubber sheets, together forming a block
of 11.5x 8% 5 cm. Fig. 13 shows a view of the block
from underneath. The camshaft with the drive is fitted
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The flow of highly rarefied gases

A. Venema

Some forty years ago Dr P. Clausing, who worked at Philips Research Laboratories
from 1923 to 1960, published an article in ‘Annalen der Physik’ on the flow of highly
rarefied gases. The appearance in 1971 of an English translation of Clausing’s article
renewed our interest in the subject, which remains of great importance to vacuum
physicists. The article below by Dr Venema combines a modern treatment with a histor-
ical introduction which has special interest since Clausing’s work is nor always fully

treated in all the textbooks.

Historical background

The year 1972 marked the tercentenary of the publi-
cation of Otto von Guericke’s famous book ‘Experi-
menta Nova (ut vocantur) Magdeburgica de Vacuo
Spatio’ 11 in which he described his experiments with
‘vacant space’. To remove the air from the space to
be evacuated Von Guericke used piston pumps of a
model directly comparable with the pumps that had
been used for pumping water since ancient times.
Originally he first filled up the space with water, and
then pumped the water out. In this way he reduced the
problems of removing the air to one of removing water,
already a familiar technique. He also used a layer of
water as a seal for pistons, cocks and couplings. In
1654 Von Guericke, who was then the burgomaster of
Magdeburg, demonstrated the operation of his pumps
with the well known Magdeburg hemispheres, which
can still be seen in the
Munich. Von Guericke may be assumed to have built
the first vacuum pumps, and we may therefore look
upon him as the father of vacuum technology, which
thus goes back quite a long way in history.

An understanding of the flow of gases at low pressure
was not obtained until the development of the kinetic
theory of gases in about the middle of the last century.
In 1909 M. Knudsen [ published his experiments and
calculations on this subject. He gave a formula for the
flow of rarefied gases through tubes and openings for
the case where the mean free path of the gas molecules
(fig. I) was equal to or greater than the radii of the
tubes and orifices. Soon afterwards M. von Smo-
Iuchowski [3] published an improved version of the
calculations, which gave the same results as Knudsen’s,

Dr A. Venema is with Philips Research Laboratories, Eindhoven.
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Fig. 1. The mean free path / in nitrogen as a function of pressure
P (1 pascal = 7.5%X1078 torr).

however, when applied to cylindrical tubes. It had long
been known [4! that gases under these conditions do
not behave in accordance with the Poiseuille equation
for viscous flow, but follow quite different laws. The
reason for this is that as the gas becomes more rarefied

(11 Amstelodami, apud Joannem Jansonium 4 Waesberge, 1672.
A German translation of this work, with the original illus-
trations, was published in 1968 by the VDI-Verlag, Diissel-
dorf. C, : o

2l M. Knudsen, Ann. Physik (4) 28, 75 and 999, 1909.

[31 M. von Smoluchéwski, Ann. Physik (4) 33, 1559, 1910.

4 A. Kundt and E. Warburg, Pogg. Ann. 155,337 and 525,
1875.
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the number of collisions between the gas molecules
becomes considerably less than the number of colli-
sions between the gas molecules and the wall. Even-
tually the gas becomes so rarefied that the molecules
can no longer be said to be in collective motion. The
behaviour of such a highly rarefied gas must be
described on the basis of the individual behaviour of
the separate molecules and no longer as the behaviour
of a homogeneous viscous mass.

Following Knudsen, we speak in such a case of
molecular flow. He gave the following expression for
the molecular flow of a gas per second through a long
cylindrical tube (L > r) as a result of a pressure dif-
ference Ap:

4 1 r3
=-12n—— Ap, ¢!
Opv 3VnVPL \p ¢))

where Qpv is the product of the, pressure and the
volume of gas flowing through per second, p is the
density of the gas at unit pressure, r is the radius and L
the length of the tube.

Knudsen gave two derivations for this formula. In
one he calculated the tangential force exerted by the
colliding molecules on the tube wall and compared
this with the pressure difference across the tube, and
in the other he calculated directly the number of
molecules flowing through a cross-section of the tube.
In both cases the tube was assumed to be so long that
perturbations caused by the ends of the tube were
negligible. It is therefore not surprising that for small
values of L equation (1) does not approximate to the
equation

Qv = ]/f =12 Ap, @

which Knudsen derived for molecular flow through a
circular opening of radius r in an infinitely thin wall.

Vacuum technology, which previously had led to no
more than a number of remarkable demonstrations
and interesting theoretical questions, began to acquire
practical significance at about the turn of the century
in the manufacture of incandescent lamps and X-ray
tubes, and later also for thermionic valves. This
prompted the development of more efficient vacuum
pumps, based largely on the work of W. Gaede and
I. Langmuir. In addition to mechanical pumps, in
which the reciprocating pistons were replaced by
continuously rotating components, diffusion pumps
and vapour pumps were also developed, based on
entirely new principles.

In the design of vacuum equipment for production
purposes it was necessary to include in the calculations
the pump-down time for a lamp or valve. This required
an equation to describe molecular flow through a short
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tube. In 1920 S. Dushman [5]1 published a formula
that gave the relation between pressure difference and
the gas flow per second for molecular flow through a
short tube. Like Knudsen, he assumed that the expres-
sions for a long tube and an opening could be written
as:

Ap

QpV R VP ’

where R is the molecular flow resistance. This resistance
is determined entirely by the geometry of the tube or
opening. Dushman now obtained his formula by
postulating that the resistance R of a short tube ought
to be the sum of the resistance of the entrance opening
and the resistance of the tube as follows from Knudsen’s
formula for a long tube (eq. 1) giving:

Opv = 3
(4 V2m r3 l/fz :2)

This formula has the advantage of giving a satisfactory
description both for large L and for L = 0. On the
other hand, the use of Knudsen’s formula (1) for the
resistance of the tube completely overlooks the fact
that it was derived for a long tube, whereas here it is
used for a short one. Since Dushman gave no derivation
for his equation, there was no way of estimating even
roughly the reliability of the molecular-flow resistance
calculated with his equation.

This unsatisfactory situation was resolved in 1932
when P. Clausing published an article [6] that gave
an adequate treatment of molecular flow through a
short tube. This forty-year-old article is still widely
quoted in the literature. According to the Science
Citation Index the references to this publication in the
years 1968-71 averaged fifteen per year. To make this
classic paper, originally published in German, more
readily accessible to those interested in vacuum
technology, an English translation was made avail-
able [} through the courtesy of Veeco Instruments,
Inc., one of the leading American firms in vacuum
technology.

We shall now briefly consider Clausing’s calculation
of the molecular flow resistance of a short tube, and
we shall then discuss the problems that arise in the
calculation of this resistance for a number of short
tubes or other components (valves, cold traps, etc.)
connected in series. However, an understanding of
molecular-flow phenomena is of more general impor-
tance to modern vacuum technology than simply as
an aid to calculating the flow resistance of high-
vacuum lines. We shall illustrate this in a brief discus-
sion of the difficulties encountered in determining the
pumping speed of high-vacuum pumps. :
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Molecular flow through a tube of arbitrary length

Gas-kinetic calculations

Clausing calculated the molecular flow in a tube
connecting two vessels on the assumption that the
vessels were so large compared with the transverse
dimensions of the tube that the movement of the
molecules in the vessels was not perceptibly disturbed
by the entrance openings of the tube. This means that
the cosine law for the angular distribution of the mole-
cules applies to the entrance openings just as it does
to the walls of the vessels ( fig. 2). Since the movements
of the molecules are completely independent of one
another in molecular flow, the reasoning still remains
valid when it is assumed for simplicity that the pres-
sure in one of the two vessels is zero.

Fig. 2. Cosine distribution. The number of molecules, N($)
striking a surface element per second at an angle of incidence ¢
with the normal to the wall, is given by N(¢$) = N(0) cos ¢, where
N(0) is the number of perpendicularly incident molecules. The
ends of the vectors that give the values of N($) as a function of ¢
lie on the periphery of a sphere of diameter N(0).

[nstead of the macroscopic quantities ‘pressure
difference’ and ‘mass of gas’ Clausing used molecular
quantities, i.e. the rate of incidence of the molecules
and the number of molecules. He showed that all the
Knudsen and Von Smoluchowski flow equations can

_be written in the form

K= WSw.

Here X is the number of molecules passing per second
from the vessel at pressure p to the vessel at zero
pressure, S is the cross-sectional area of the entrance
opening of the tube, and v is the rate of incidence of
the molecules (the number of gas molecules striking
a surface per second per unit area) at this opening.
He called the quantity W the transmission probability,
1.e. the probability that a molecule entering the connect-
ing tube will reach the second vessel without having
returned to the first vessel.
factor that depends solely on the geometry of the con-

necting tube; its value goes to 1 when the length

W is a dimensionless
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of the tube goes to zero. In calculating W Clausing
assumed that the cosine distribution applied not only
to the directions of incidence at the entrance opening
of the tube, but also to the directions in which the
molecules striking the tube wall leave the wall again.
In other words, he assumed that the reflection of the
molecules from the wall was completely diffuse.

It is not necessary to go into the physical details of the reflec-
tion of gas molecules from a wall to show that it is reasonable to
assume a cosine distribution (8. Clausing considered an arbitrary
element of area dS inside a vessel which is uniformly filled with
gas molecules and is in perfect temperature equilibrium with its
surroundings. The molecules in this vessel move completely at
random in all directions. The number of molecules that passes
through an element dS at an angle 8 to the normal will be propor-
tional to cos # because of the perspective shortening that applies
to dS when seen from this direction. If now the element dsS is
replaced by a solid wall element, then the movement of the
molecules in the environment of d.§ will only remain completely
random if the molecules continue to leave dS in the same way as
if there were no solid wall there. In other words, the molecules
leave the wall in numbers that are proportional to cos 6. If this
were not so, anisotropies and non-uniformities in the distribution
of the gas molecules would occur within a layer equal in thickness
to the mean free path of the gas molecules: With a suitable ar-
rangement of the surfaces these inhomogeneities could set up a
perpetual motion of the second kind, a ‘machine’ that performs
work when operated from a single temperature and not from a
temperature difference. Such a mechanism would contravene the
second law of thermodynamics.

Although this reasoning shows that a cosine distribution of the
molecules that leave the wall satisfies the second law, it does.not
follow that such a distribution is the only one possible. To prove
this, however, requires a rather extensive treatment of the sta-
tistical mechanics of the scattering process at the wall [9],

To calculate W Clausing defined four probabilities:

1. The probability wr:(z)dz that a molecule leaving a
ring of the tube wall will directly strike another ring
of length dz at a distance z from the first ring.

2. The probability wrs(z) that a molecule leaving a ring
of the tube wall will pass directly through a cross-
section of the tube at a distance z. '

3. The probability wer(z)dz, averaged over a cross-
section of the tube, that a molecule leaving that
section will directly strike a ring of the tube wall
of length dz located at a distance z.

4. The probability wes(2), averaged over a cross-section
of the tube, that a molecule leaving this section will
directly pass a second cross-section at a distance z. -

Here ‘directly’ means without first colliding with

51, S. Dushman, Gen. Electric Rev. 23, 493, 1920. .

8] P. Clausing, Ann. Physik (5) 12, 961, 1932, also Thesis,
Leiden 1928. .

[?1  P. Clausing, J. Vacuum Sci. Technol. 8, 636, 1971.

8] P. Clausing, Ann. Physik (5) 4, 533, 1930.

91 E. P. Wenaas, J. chem. Phys. 54, 376, 1971.

.
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the wall again or with another molecule. The definitions
are illustrated in fig. 3. Tt is not necessary to calculate
all four probabilities separately. It can easily be shown
that: :

_ dWrs(Z)
Wrr(z) =— dz )

_ dwe(2)
Wsr(Z) =— dz

and
Wrs(Z) =1 rWsr(Z) .

so that it is sufficient to calculate only one of the four
probabilities.

Fig. 3. Diagram illustrating the significance of the probabilities
Wrry; Wrsy, Wsr and Wss.

Clausing calculated the probability wgs(z) for a
cylindrical tube of constant diameter, using established
calculations for the diffuse scattering of light, which of
course also follows a cosine law. This led to an equa-
tion for the exit probability e(z) for a molecule at a
position z, with which he was able to calculate the
desired transmission probability. Clausing gave a
numerical approximation of the solution for this equa-
tion.

The results of the calculation are presented in fig. 4
and also in Table I. They show that the theory for
the transmission probability of a tube of zero length
does indeed give the value for an opening in a thin wall.
He also used the general equations to calculate the
transmission probabilities for small rectangular open-
ings in plates of finite thickness.

In 1956 W. C. DeMarcus [11] derived a transport
equation for a Knudsen gas from Boltzmann’s trans-
port equation. This led him to an integral equation
for the collision rate at any point of the wall; Clausing’s
equation for the exit probability proved to be a special
case of this equation. By applying modern numerical
methods to his integral equation DeMarcus was able
to calculate the transmission probability for a short
cylindrical - tube.  As can be seen from Table I, his
results confirm those that Clausing had obtained 25
years earlier. The scale used in fig. 4 does not allow
the results of Clausing and of DeMarcus to be present-
ed separately.
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Monte-Carlo calculations

It is now possible to use digital computers to calcu-
late this probability statistically by the Monte-Carlo
method. In this method the paths of the molecules
travelling through the tube are calculated. A cosine
distribution is assumed both for the directions in which
the particles pass the entrance opening and for the
directions in which they leave.the wall after reflection.

The transmission probability is arrived at by calcu-
lating the paths of a very large number of molecules in
this way. The more paths are calculated the more
accurate are the values found. The vertical bars in
fig. 4 give the regions in which there is a 959, certainty
that the correct values of the transmission probability

10
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Fig. 4. The transmission probability ¥ as a function of the length-
to-radius ratio, L/r, of a cylindrical tube. C is the function
W(L/r) as calculated by Clausing, D is the same function cal-
culated from Dushman’s flow-resistance equation, and K is
calculated from Knudsen’s formula. The vertical bars show the
intervals within which the transmission probability must lie with
959 certainty for a number of values of Lfr from calculations
performed by the Monte-Carlo method [101,

Table I. The transmission probability W for a cylindrical tube
as a function of the ratio of the length L to the radius r of the
tube, after Clausing (8] and DeMarcus 121,

Ljr
(Clausing) (DeMarcus)
0 1.0000 1.00000
0.1 0.9524 0.95240
0.2 0.9092 0.90922
0.3 0.8699 0.86993
0.4 0.8341 0.83408
0.5 0.8013 0.80127
1.0 0.6720 0.67198
1.5 0.5810 0.58148
2.0 0.5136 0.51423
3.0 0.4205 0.42006
4.0 0.3589 0.35658
5 0.3146 0.31053
10 0.1973 0.19099
20 0.1135 0.10938
50 0.0499 —_
100 0.0258 —
1000 - 0.002658 —
© 8r/3L —
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willlie. The length of the bars corresponds to four times
the standard deviation o.

Clausing’s approach to the subject and his results are men-
tioned in many textbooks and publications. Some textbooks,
however, still give Dushman’s formula. Although this formula
yields results that differ by less than 10-159% from the correct
values and would thus be adequate for many applications, the
nature of the formula, the explanation often given with it and
the absence of any real proof do not contribute to a proper
understanding of molecular-flow phenomena.

Several flow resistances in series

N

So far we have consistently referred to a single tube
between two vessels. In practice, however, there are
usually two or more sections of tube of different
diameter, bends, cold traps or stopcocks connected in
series. How can the resistance of such a combination
of different components be found? Analogy with
electrical resistance suggests that the resistance of the
whole ought again to be the sum of the resistances of
the parts. This is no longer true, however, when the
smallest dimensions of the components are comparable
with the mean free path of the gas molecules. To begin
with, each component affects the flow in every other
component. A molecule that has passed through a
component will not go back into it again if there are
no following components; if however there is another
component then the molecule may go back into the
first component. This is why the transmission prob-
ability of a group of components in series does not
follow from those of the components. Another point
is that the resistance of each component is calculated
assuming a cosine distribution of the directions of the
gas molecules at the input. In fact, however, molecules
leave a tube in a beam whose width diminishes with
increasing length of the tube. Fig. 5 shows an example
of this.

For the case of two tubes of identical dimensions in series
fig. 6 shows the actual value of the transmission probability W
and the value calculated from 1/W = /W, + 1/ W2, where W)
and W2 are the transmission probabilities of the individual tubes.
The points were calculated from an approximation method due
to C. W. Oatley [131,

Oatley has shown that the transmission probability for two
consecutive tubes of equal diameter can be approximated by the
expression

1 1 1

{10 D. H. Davis, I. appl. Phys. 31, 1169, 1960.

(1] W, C. DeMarcus, Union Carbide Nuclear Company, Oak
Ridge Gaseous Diffusion Plant Report K 1302, Parts I-VI,
Qak Ridge, Tennessee, 1956/57. For a short review of the
results, see W. C. DeMarcus and E. H. Hopper, J. chem.
Phys. 23, 1344, 1955. :

(12) P, Clausing, Z. Physik 66, 471, 1930.

(131 C. W. Oatley, Brit. J. appl. Phys. 8, 15, 1957.
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Fig. 5. Beaming of the molecules leaving a tube with Lfr = 2
(solid curve). The dashed curve gives the cosine distribution [121,
The symbol & in the figure, which has been reproduced directly
from the article referred to in [12], corresponds to 8 in the text.
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Fig. 6. Transmission probabilities ¥ for two cylindrical tubes of
the same length and diameter in series. C is the exact value follow-
ing from the total length-to-diameter ratio, R the values calculated
from 1/W = 1/W1 4+ 1/ W2 (analogous with electrical resistances).
The points were calculated from QOatley’s equation.

To derive this equation Oatley argued as follows. When N
molecules enter tube I (fig. 7) on the left, a fraction Wi will
reach the right-hand end, while a fraction 1 — W will leave: the
tube again at the left-hand end. Of the NW1 molecules that enter
tube II a number N W1 W3 will reach the exit, while NW1(1'— Wa)
will again enter.tube I. Of these molecules. entering..tube..J,
Nwi(l — W) (1 — W1) will return. into tube II, of which
NWi(1 — W) (1 — Wi1) Wa will eventually leave through ‘the
exit opening on the right. Examining further the fate of the
remaining NWi(l — W) 1 — W1 (1 — Ws) molecules and
summing all those that pass the exit opening of tube II, then
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finally the following expression is obtained for the NW molecules

passing through the two tubes in series:

NW = NW1iWe {1 + (1— W) (1 — W) +

NW1Wa .
- 2(1 — 2 =
+ Q—wDl— W) +...} W T Wa T

This gives the relation (4) between W, Wi and Wp imme-
diately. :

Equation (4) is an approximation, because it is assumed in the
derivation that the directional distribution of the molecules that
leave the first tube and enter the second one is a cosine distribu-
tion. This is not so; but, as argued by Oatley, the deviation from
a cosine distribution is not large enough to give rise to serious
errors. An indication of this is given in fig. 6.

I I
/’//
"""" -
—_— ——— —
______ :
S

Fig. 7. In the derivation of equation (4), two tubes I and II of
the same diameter are connected in series. The primary gas flow
enters tube 7 from the left; successive ‘generations’ of scattered
molecules are designated by dashed arrows.

An attempt to calculate the transmission probability
for a number of arbitrary components in series leads
to integral equations of the same kind as those already
solved by Clausing for the simple case of a cylindrical
tube. Solving equations of this type nearly always
involves complicated numerical calculations. It is there-
fore often preferable to determine the transmission
probability by the Monte-Carlo method [14], However,
useful approximate formulae for the transmission
probability can be derived for relatively simple geomet-
ries (151,

Measuring the pumping speed of a high-vacuum pump

As Clausing pointed out, the concepts of transmis-
sion probability and hence of a resistance also apply
to a vacuum pump. In many cases, however, and
certainly in the case of a pump, it is more usual to use
the reciprocal of the resistance concept, i.e. a conduc-
tance. To measure this conductance, i.e. the volume
rate of flow of the pump, we must measure the quantity
of gas flowing through per unit time (the throughput)
and the pressure at the mouth of the pump.

The difficulty here is that in a flowing gas the pres-
sure above the pump depends on the direction of
measurement, so that the idea of a particular pressure
at a particular place is meaningless without quoting a
direction of measurement. Because of this the volume
rate of flow of a pump can only be defined if the full
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definition of the pressure at the pump mouth is given.
To be able to compare the performance characteristics
of different pumps it will therefore be necessary to
reach agreement on the method of measuring the
pressure. If a physically satisfactory choice is to be
made, which links up as closely as possible with fun-
damental theory, a proper understanding of molecular-
flow phenomena is essential. My suggestion at the
time [16] was to connect the pump to such a large vessel

_that the directional distribution of the molecules at the

pump mouth would be a cosine distribution, so that
the pressure in the vessel could be taken as the pres-
sure at the pump mouth. An arrangement of this kind,
which gave good results for small pumps, is almost
impossible for large pumps. Some of these have a
mouth diameter of a metre or more, and the vessel,
which is usually spherical, would have to have a diam-
eter at least three times the pump mouth for reliable
pressure measurements.

A way around this difficulty was found by using a
vessel of the same diameter as the pump mouth and by
performing the pressure measurement at a place in this
vessel yielding numerically the same results as would
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Fig. 8. Scale drawing of the vessel used for measuring the volume
rate of flow (pumping speed) of a high-vacuum pump in accord-
ance with ISO Recommendation R 1608. I inlet for gas flow.
G pressure-gauge connection. At P the vessel is connected to
the pump. Most dimensions are related to the diameter D of the
pump mouth.

be obtained if a very large vessel were used. Monte-
Carlo calculations by J. N. Chubb [17] showed that a
system of this kind was indeed possible. Work by
B. B. Dayton 18], H. G. Néller 1191 and W. Steckel-
macher [20] also contributed towards the final choice
of this measuring system. The last phase of the search
for the most appropriate method for measuring the
volume rate of flow of a pump took place at the
meetings of the ‘Technical Committee 112 — Vacuum
Technology’ of the ‘International Organization for
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Standardization’ (ISO). The method recommended by
this committee [21] for measuring the volume rate of
flow of a high-vacuum pump is illustrated in fig. 8.

[14] See also L. L. Levenson, N. Milleron and D. H. Davis,
Trans. 7th Nat. Symp. on Vacuum Technology, Cleveland
1960, p. 372, and J. N. Chubb, Proc. 4th Int. Vacuum
Congress, Manchester 1968, Part 1, p. 433.

(181 Derivations of this type are to be found, for example, in
B. B. Dayton, J. Vacuum Sci. Technol. 9, 243, 1972, and in
L. Fiistéss and G. Toth, ibid. 9, 1214, 1972.

(161 A, Venema, Vacuum 4, 272, 1954 (published in 1957).

(7] J.N. Chubb, Proc. 3rd Int. Vacuum Congress, Stuttgart 1965,
Vol. 2, Part 1, p. 97.

(18] B, B. Dayton, Vacuum 15, 53, 1965.

(191 H. G. Néller, Vacuum 13, 539, 1963.

(200 W. Steckelmacher, Vacuum 14, 103, 1964, and Vacuum 15,
249 and 503, 1965.

[21] ISO Recommendation R 1608, August 1970, Methods of
measurement of the performance characteristics of vapour
vacuum pumps, Part 1: Measurement of the volume rate of
flow (Pumping speed).
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Summary. A review of Clausing’s contribution to the present
understanding of flow phenomena.at extremely low pressure
(molecular flow) is preceded by an outline of the historical back-
ground. This includes a discussion of Knudsen’s and Von
Smoluchowski’s formulae for the flow of highly rarefied gases
through tubes sufficiently long that corrections for end effects are
negligible. The industrial application of vacuum technology
required formulae for shorter tubes. In 1920 Dushman proposed
a formula for short tubes, but he gave no derivation or other
theoretical basis. It was Clausing who provided a good theoretical
description of molecular flow through tubes of arbitrary length.
Later work by others in this field has fully confirmed the correct-
ness of his approach. :

The mean free path of gas molecules in molecular flow is large
compared with the transverse dimensions of the tubes employed.
Because of this it is not possible to determine the total flow
resistance of separate parts of a line by simply adding the resist-
ances of the components. In such cases an exact calculation can
only be made by numerical methods.- Approximate expressions
are also available, however, that yield much smaller errors than
simple addition.

Finally the importance of a proper understanding of molecular
flow phenomena is demonstrated by the international agreement
for measuring the volume rate of flow (pumping speed) of a
high-vacuum pump. ’
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absorption techniques may be subdivided according to
the primary radiation source used and the absorption
cell. The primary light source is often a gas-discharge
tube with a hollow cathode, made of the element to be
determined in the sample. The absorption cell may be
a flame or a tubular furnace. Provided that several ele-
ments do not have to be determined simultaneously,
the absorption method is usually preferable. This is
evident from the great popularity of atomic absorption
spectrometers for routine analytical applications in
chemical laboratories.

In recent years, however, analysts have become more
demanding, and a need has arisen for rapid and relativ-
ely simple techniques for simultaneous multi-element
analysis, enabling perhaps ten elements to be deter-
mined at the same time. The analysis of samples in
solution is preferred, mainly because it reduces prob-
lems associated with the inhomogeneity of samples and
the preparation of standards, so that some of the matrix
effects are removed. The trace analysis of surface water
for environmental control, the trace analysis of soil
extracts in agriculture, and a wide variety of analytical
work in materials research, such as the analys'is of thin
films, all impose requirements that differ from those
met by existing instruments. What is wanted is an

i f
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Fig. 1. a) The three radiation processes involved in the spectro-
metric methods of (from left to right) atomic emission, atomic
absorption and atomic fluorescence, used for chemical analyses.
W the energy of a free atom. Q. the amount of energy trans-
ferred to the atom on collision with another particle, resulting
in the first excited state (the resonance transition). Ares wave-
length of the radiation which occurs on de-excitation — in the
case of emission — or which gives rise to excitation — in ab-
sorption and fluorescence. Q, the amount of energy which, on
de-excitation, becomes available for conversion into mechanical
energy (heat). b) Block diagrams of the spectrometric instruments
based on these processes. M monochromator (usually a grating
spectrometer). DR detector and recorder. S sample injection.
E emission source. A absorption cell. F fluorescence cell. The
fluorescence is observed at right angles to the path of the emitted
light rays. The two other spectrometric arrangements are con-
cerned with the presence (emission) or the attenuation (absorp-
tion) of radiation with the wavelength Ares, in the direction of
the emitted light.
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instrument that combines the advantages of the flame
— ease of operation, stability and good reproducibil-
ity — with those of a d.c. carbon arc — low detection
limit and simultaneous multi-element analysis.

To produce an instrument with this combination of
features an attempt was first made to increase the tem-
perature in the absorption cell of atomic absorption
spectrometers. The idea was that the resultant higher
degree of molecular dissociation would improve the
detection limit. It was found, however, that the emis-
sion that is always to some extent present in such an
absorption cell could become so high that it would be
possible to use the cell as an emission source with
characteristics somewhere between those of an ordinary
flame (1900-2200 K) and those of the carbon arc
(5000-7000 K). It was therefore decided, rather hesi-
tantly at first, to return to the relatively neglected
method of atomic emission, using a high-temperature
flame (2800-3000 K) as emission source.

At about the same time, T. B. Reed and others were
working on a new method of maintaining an ionized
gas (a plasma) at atmospheric pressure (2. The method
is based on the principle of inductive heating, which is
employed to induce high-frequency eddy currents in the
plasma. The power thus supplied to the plasma sustains
the ionization and gives the plasma a high energy con-
tent. Reed was able to ‘demonstrate temperatures in the
plasma up to 16 000 K, which is a great deal higher
than the temperatures of about 3000 K in the high-
temperature flames currently used for flame spectro-
metric analysis. Temperatures as high as this not only
cause many more molecules to dissociate into atoms,
they also vastly increase the number of atomic excita-
tions. Consequently the light emission can be several
orders of magnitude greater. The efforts made to use
this plasma in emission spectroscopy have proved very
successful [3] and have led to the development of a new
emission source, called a ‘plasma torch’. This device is
encouraging more and more chemists to return to the
atomic-emission method of analysis.

A plasma torch consists in the main of a gas-feed
system and a plasma-tube assembly surrounded by an
r.f. coil. Another essential part of the equipment,
though to some extent separate from it, is the aerosol
generator, or ‘nebulizer’. For heating the plasma by
r.f. induction we have developed a special r.f. generator

01 A review of analytical atomic spectrometry is given in:
P. W. J. M. Boumans, Spektralanalysen, Techn. Rundschau
No. 37, pp. 49-53, 3rd September 1971, and zbzd No. 43,
pp. 33-37, 8th October 1971.

21 T. B. Reed, Induction-coupled plasma torch, J. appl. Phys.
32, 821-824, 1961. .

18 G. W. Dickinson and V. A. Fassel Emission spectrometrjc
detection of the elements at the nanogram per millilitre level
using induction-coupled plasma excitation, Anal Chem. 41,
1021-1024, 1969
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designed to keep the power supplied to the plasma
automatically comnstant. This constant power in par-
ticular has considerably widened the scope of the new
torch for emission spectrometry. We have measured
the detection limit for thirty elements, and have found
very low values (10 to 5000 ng per gram of solid) if
there is no interference from the matrix.

In the following we shall consider in turn the design
and features of the new torch and its components. In
doing so we shall touch on the physical background of
the very large temperature difference between a flame
and a plasma torch, and we shall briefly discuss the
automatically stabilized r.f. generator. In conclusion
we shall mention some experience gained with the new
torch as an emission source in an experimental arrange-
ment for atomic spectrometric analysis.

Design and operation of the plasma torch

Fig. 2 shows a schematic cross-section of the ‘burner’
in our plasma torch. The gas-feed system consists of
three concentric quartz-glass tubes held in an acrylic
glass base. The working gas is argon, which has the
overriding advantage of not forming chemical com-
pounds with the elements of a sample. An argon plasma
is also very easily ignited and maintained. It is ignited
by switching on a low-power auxiliary inductor while
the argon is fed into the ignition tube (the second tube
in the assembly). This generates a small ‘pilot’ plasma.
The r.f. generator then takes over the power supply,
causing the amount and size of the plasma to increase
rapidly and the torch to come up to its working tem-
perature. The temperature is then about 10000 K
inside the coil and about 6000 K just above it. The
temperature decreases with increasing distance from
the coil and is about 4000 K at a height of 30 mm above
the coil. These temperatures, which are very much
higher than in an ordinary flame, are easily reached
because argon is a monatomic gas, which means that
during heating no energy is lost to molecular dissocia-
tion.

The amount of energy needed to turn one mole of argon into
a fully ionized plasma is 1.7 MJ. This means that in a torch in
which argon at a pressure of 1 atm flows at the rate of 2 litres
per minute, the argon will have to take up about 2.6 kW of
energy to maintain the plasma. It can be seen from fig. 3 that
the temperature can then rise to a maximum of more than
16 000 K. For comparison the curve for nitrogen is shown;
the maximum temperature for the same energy content is less
than 11 000 K.

In an ordinary flame the temperature depends on the energy
released on combustion. Above a particular temperature certain
products of combustion start to dissociate, which uses up extra
energy, so that the temperature rises no higher. The maximum
temperature is therefore found in the range where strong mole-
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cular dissociation of the combustion products begins. The
hottest flame (4850 K) is based on the reaction C2Nz 4 Oz —
2 CO 4 N3z + 1.082 MJ/mol. The combustion products CO and
N2 therefore have the extremely high dissociation energies of
1.075 and 0.941 MJ/mol respectively, corresponding to 11.1 and
9.8 eV per molecule.

The temperatures in the plasma in the torch are so
high that the plasma must not of course come into con-
tact with a wall or other component. Here a significant
advantage of inductive heating is that it requires no
electrodes. The presence of electrodes would have a
marked cooling effect and undesirable spectra could
arise from evaporated electrode material.

In our torch the plasma is kept away from solid
walls by means of a cylindrical sheath of a relatively

—

A

Arcarr

Fig. 2. The gas-feed system of the plasma torch. P acrylic glass
holder in which three concentric quartz-glass tubes are mounted.
The relatively cool shielding gas (Arcoo1) flows through the outer
tube. The second tube is used for igniting the plasma (Arign).
The inner tube, the injection tube, carries the sample into the
plasma as an aerosol in a carrier gas (Arcarr). The inner diameters
of the first two tubes are 18 and 12 mm. I watercooled r.f. coil.
S screws for centring the tubes. O-ring seals around each tube
make accurate centring possible and prevent leakage of the argon
gas. Ch torch chamber with aluminium wall as an r.f. interference
screen.






54 P. W. J. M. BOUMANS et al.

The r.f. generator; power stabilization

Maintaining the plasma in our torch requires a
power of no more than 1 or 2 kKW. The quantity of
power required was not therefore the main problem in
the design of the r.f. generator. Far more important
was the requirement that the power dissipated in the
plasma should be very constant, otherwise fluctuations
in the emission intensity could become very large.
There are many possible causes of power fluctuations.
In the first place of course there are heating-up effects
in the generator itself, and the properties of the plasma
may not always be constant. In particular the injection
of the particles of the sample to be analysed may have
a pronounced effect on the thermal conductivity of the
plasma or on its resistivity, resulting in a marked
change in the impedance. If these effects are not cor-
rected in good time, they may even completely ex-
tinguish the torch. The r.f. generator [6] for our torch
is designed to take the necessary corrective action
automatically. We shall first give the general theoretical
background of this stabilization, and then show in
somewhat more detail how it is carried out.

The r.f. coil containing the plasma may be regarded
as the primary coil of a kind of transformer. The plas-
ma, which of course also has inductance, acts as the
secondary winding; it constitutes a single turn, whose
resistance is approximately equal to

Rp1 = gzed/(h).

In this equation p is the resistivity of the plasma, which
behaves approximately as a conducting cylindrical ring
of diameter d, wall thickness & (the skin depth) and
wall height 4. The coupling between the primary and
secondary windings increases with the diameter of the
plasma. The degree of coupling is determined by the
factor k (< 1), which is equal to M/(LsLp1)*, where
M is the mutual inductance of coil and plasma, and
Lg and Ly are the inductances of the r.f. coil and of
the plasma. Fluctuations in the energy content of the
plasma affect the diameter d of the plasma through
temperature changes; the situation resembles that of
a gas at constant pressure and changing temperature.
There is therefore a connection between the behaviour
of the coupling factor and the power fluctuation. In
general terms, the operation of the stabilization is that
any small change in the power input, when a particular
condition is satisfied, causes a new and compensatory
change in the power through a change in the coupling
factor. .
Fig. 5 illustrates the operating principle of the r.f.
generator under load, and also shows the operating
point of the high-power amplifying valve used in the
generator. The load consists of the internal resistance rp
of the generator and a resonant circuit which comprises
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three components of the actual generator circuit — the
capacitors C1 and Cp and the choke L — and also a
choke Lt with a resistance Ri. Arranged in series, Lt
and Ry represent the transformer constituted by the
r.f. coil and the plasma. To understand the stabilization
process it is necessary to know that during the growth
of the plasma — which is accompanied by an increasing
coupling factor k& — the inductance L; decreases.

Using the equivalent circuit for a loaded transformer we find:

Ly =Lg (l—kz——-l—) s
1 4+ (Rp/wLp)?

and
Rt & Rpk2Ls/Lp,

where w is the angular frequency of the r.f. current. In the
derivation of the second equation the d.c. resistance of the
r.f. coil is set equal to zero, and w?Lm? is substituted for
Rpm? + w2Ly?. It can be seen from these equations that as k
increases, the inductance Li decreases while the resistance Ry
rises.

The angular frequency, we, of a Colpitts oscillator is given by:

2 1 ( 1 Ry >
w= _____ _ ],
L FLyC 14+ C/C: rp
where C = C1C2/(C1 + C2). The resonant circuit itself has an

angular frequency at parallel resonance (anti-resonance), ®ar,
that is a little lower than we. Calculation shows that

Y (1 _ CI_W) _
(L +LyC

Nevertheless, at the angular frequency we, relating to the fun-
damental frequency in the pulses of anode current, the imped-
ance of the parallel-resonant circuit is practically at its maxi-
mum. The higher harmonics also present dissipate very little
power here, since the capacitance Ci acts virtually as a short-
circuit at these higher frequencies. The greatest transfer of power
is obtained when the load is matched at the fundamental fre-
quency.

War

L+ Ly

—

=C l
/

5 | i

2 T

Fig. 5. Simplified equivalent circuit of the r.f. generator with
load. rp internal resistance of the a.c. voltage source £, describing
the operation of a power triode. Lt, Rt equivalent circuit for the
‘transformer’, constituted by the r.f. coil and the plasma (as the
secondary winding). C1, Cs, L components of the generator. The
generator is a Colpitts oscillator whose triode works as a class C
power amplifier; the anode current ip therefore appears as a
series of pulses. The feedback voltage eg across the capacitance Cz
sustains the oscillation. i current in the plasma.







56 ‘ P. W.J. M. BOUMANS et al.

The nebulizer . a N

‘ In an analy31s, as we saw earlier, the sample is usually
introduced as an aqueous solutlon The solution, whose
salt content must be no more than a few tenths of a
per cent, is nebuilized to produce a fine distribution in
the carrier gas, ensuring that the sample is fed u'nifor,m-
ly into the plasma. An important requirement is that
molecules of the solvent, which are present in consider-
able excess, must not enter the plasma. If this did hap-
pen, these molecules — in particular water molecules —
would absorb so much energy that the limit of the stabi-
hzmg capacity of the generator would be exceeded, and
it would then no longer be able to sustain the plasma.
It is therefore necessary to dry the aerosol, in other
‘words the sol must be stnpped of the solvent before it
reaches the plasma This is done by first passing the
wet aerosol through a heated pyrex-glass tube, which
raises the temperature of the aerosol to about 200 °C,
thus vaporizing the water and leaving the dissolved
salts as solid particles. The carrier gas with the water
vapour and the sample particles then flows through a
water-cooled reflux condenser, which traps the water
vapour by condensation. The dry aerosol emerging
from the condenser finally enters the injection tube
(fig. 7). Only about 109 of the aerosol is lost during
transport through vaporizer and reflux condenser. The
condenser is cooled with tap water.

" The aerosol generator used is an ultrasonic nebulizer
developed for other applications [8]; some relatively

4

Fig. 7. Diagram of the plasma torch with nebulization system.
1 sample in aqueous solution. 2 pump. 3 ultrasonic nebulizer.
4 vaporizer. 5 cooled reflux condenser. 6 plasma torch. A good
separation is obtained in the vaporizer at about 200 °C between
the particles of salts and the solvent, which evaporates. The
reflux condenser, cooled with tap water, traps the water vapour
by condensation.

simple but essential modifications have been made to
make the sample feed sufficiently fast and uniform.
The nebulizing process has an efficiency of 25 %, which
means that 25% of the solution supplied enters the
vaporizer. In the nebulizer the carrier gas flows tangent-
ially into the space above the vibrator plate, and is
thus brought into close ¢ontact with the nebulized
solution. Complete mixing takes place in a conical fog
chamber in the nebiluzer head, through which the wet
sol finally passes to the vaporizer (fig. 7).
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Experience with the new emission source

The performance of our plasma torch as an emission
source was investigated in a conventional arrangement
for spectrochemical analysis (fig. 8). Here we need
only mention that the experimental equipment [9] in-
cludes two monochromators, which receive the emitted
light alternatively. The monochromators are each ad-
justed to a particular line of the spectrum, one emitted
by an element to be analysed, and the other a reference
line from an element added in known quantity. The
intensity ratio of the two emission lines is used as the
analytical-signal. A dual-channel arrangement of two
monochromators is a highly flexible spectrometer since
it allows rapid and convenient adjustment of wave-
lengths. The resolution of these monochromators has
to be high, since, owing to the extremely high tempera-
ture of the plasma, the emitted light contains a large
number of lines, which have to be detected separately.
A higher resolution also means better detection limits,
since the intensity of the spectral lines is then increased
in relation to the continuous background.

The investigations on the plasma torch have shown
that the dissipated power remains constant within
0.5%. During the ignition of the plasma the resonant
frequency shifts from the initial value of 51.8 MHz to
52.3 MHz at full load.

The temperature in the plasma depends closely on
the distance of a particular zone from the top of the
r.f. coil. This means, for example, that elements that
are difficult to excite (and also have a high ionization
potential) can best be detected in a zone of the plasma
situated immediately above the coil, for the temperature
is higher here than in regions further away from the
coil.

Apart from the height of the plasma zone used, an
important quantity is the flow rate of the carrier gas,
which must be chosen with some care if the best de-
tection limits are to be achieved. Fig. 9 shows the op-
timum combinations of the location of the observation
zone (‘observation height’) and flow rate for each of a
number of elements.

It is usual to take the noise level and the slope of the
analytical curve as a measure of the detection efficiency
for a particular element. The analytical curve gives the
relation between the concentration of the element in
a series of standard samples and the signal from the
spectrometer (fig. 10). In analyses with the plasma
torch these curves are found to be straight lines at the
small concentrations involved. When using an analyti-
cal curve it is necessary to bear matrix effects in mind
that might introduce systematic errors.

The fluctuations in the background (the ‘noise level’)
determine .the smallest signal that can be said with a
stated probability, say 95%, to be a ‘true’ signal, in
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Table I. Slope (AC/AS) of the analytical curve, and noise level
(sn) for thirty elements, measured with an emission spectrometer
using the argon plasma torch as emission source. The detection
limit Cmin is set equal to the product sn X AC/AS (see fig. 10).
The signal S is dimensionless since the measured intensities are
divided by a reference intensity (that of the background in this
case). The noise level is also relative and therefore dimensionless.
All tabulated values are for a measuring time of 15 seconds.
There are four groups of elements: (1) elements for which the
detection limit found is much better than the values reported in
the literature, (2) elements for which the detection limit is im-
proved by less than a factor of five, (3) elements for which, as
far as known, no detection limit has been reported in the litera-
ture, (4) elements for which the detection limit is not so low.
I spectral line originating from a neutral atom; II spectral line
from a singly ionized atom.

Wavelength of Crin ACJAS
Element spectral line (ng/ml) (ng/ml) Sn
(1) Al I 3961.5 0.2 4.0 0.056
Ba II 4554.0 0.02 0.8 0.028
Cd 1 3261.1 3 80 0.042
Fe 1 3719.7 0.3 5.5 0.058
La 11 4086.7 0.4 8.3 0.046
Ni I 35245 0.4 7.7 0.050
Pb I 4057.8 2 62 0.038
Ti II 3349.4 0.2 7.1 0.028
v I 4379.2 0.2 4.0 0.054
Zr IT 3438.2 0.4 18 0.022
) Ce 11 4186.6 2 50 0.041
Cr I 3578.7 0.3 4.3 0.058
P I 2535.6 70 17x 102 0.042
w I 4008.7 1 33 0.033
Y II 37103 0.06 1.8 0.033
(3) Be I 2348.6 0.4 5.6 0.078
Ca II 3933.7 0.02 0.5 0.033
Cu 1 3274.0 0.1 4 0.035
Ga 1 4172.1 0.6 1 0.054
Ge 1 2651.2 4 1.4x102 0.030
Hg 1 2536.5 1 33 0.038
Li 1 6707.8 0.3 9 0.032
Mg II 2795.5 0.05 1.7 0.028
Mg 1 2852.1 0.2 6.3 0.031
Mn 1 4030.7 0.06 1.8 0.031
Mo 1 3798.2 0.2 45 0.036
Na 1 5889.9 0.3 20 0.017
Pd 1 3634.7 2 50 0.042
Sn I 3034.1 30 500 0.060
Yb 11 3694.2 0.04 1.3 0.033
@) As 1 2780.2 360 10x 103 0.036
B I 2497.7 80 20x 102 0.039
Zn I 3345.0 16 6.3 %102 0.025
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Table II. The optimum position (see fig. 9) of the observation
emission zone for multi-element analysis. I atomic line, II ionic
line.

Type of

(ina(;rpn;) spectral line Element
5-15 I As, B, Be, Ge, Mg, P, Zn
15-25 I Al, Be, Cr, Cu, Fe, Ga, Lij,
) Mn, Mo, Na, Ni, Pb, Pd, V, W
1I ga, Ca, Ce, La, Mg, Ti, Y, Yb,
r

Summary. Spectrochemical analysis of dilute solutions by means
of plasma-torch emission is a technique of increasing importance.
An argon plasma torch with stabilized r.f. heating is described.
The plasma has a working temperature of about 10000 K at
atmospheric pressure. The gas-feed system consists of an acrylic
glass holder with three concentric quartz-glass tubes, one for the
shielding gas (which keeps the plasma in place), one for the
ignition gas, and one for the carrier gas (flow rate of 1 to 2 1/min
for sample injection and plasma maintenance).

The r.f. generator (50-70 MHz, 0-2 kW) is a Colpitts oscillator;
the plasma impedance forms part of the parallel-resonant circuit.
The power dissipated in the plasma is stabilized by exploiting
the fact that the coupling between the r.f. coil and the plasma
depends on this power. The solutions are ultrasonically nebulized
and then stripped of water vapour; the sample to be analysed
reaches the toroidal hot region of the plasma via the relatively cold
centre.

The noise level, slope of the analytical curve and detection
limit for some thirty elements in an aqueous solution were de-
termined in a dual-channel spectrometric arrangement using the
torch as emission source. Multi-element analysis with low de-
tection limits (for most elements 0.02 to 10 ng/ml in a measuring
time of 15 s) and a short-term reproducibility of 98 % make the
system suitable for routine determinations of metals in solution
(environmental studies, trace analysis, analysis of thin films).
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The Philips PW 1100 single-crystal diffractometer

J. Hornstra and H. Vossers

The automation of intensity measurements in the X-ray analysis of crystals is not only a
matter of operational convenience. In fairly complicated crystal structures the number
of intensities to be determined may run into thousands (perhaps hundreds of thousands
in protein crystals), and there is virtually no alternative. The necessity for automation
is also related to the accuracy desired. Higher accuracy than that given by the photo-
graphic recording method can be obtained by measuring the intensities of the reflections
electronically, for example by using a scintillation counter. However, the crystal and
detector then have to be positioned correctly for each reflection. Manual setting even for
a thousand reflections is not really a practical possibility.

There are various automatic diffractometer systems available. One of them is the
‘PAILRED’ system, previously described in this journal. The present article describes
a new system, the Philips PW 1100 single-crystal diffractometer, which not only carries
out automatic infensity measurements but also carries out the rather laborious pre-
liminary routines automatically by means of a built-in computer. Another novel feature
of this system is that the orientation of the crystal is monitored and automatically re-
determined during the measuring process if the change in orientation becomes too great.

In describing this system we shall place more emphasis on the many new facilities
which the built-in computer offers the user than on the construction of the actual equip-
ment. The development of the PW 1100 diffractometer was a joint project of the Philips

Industrial Equipment Division and Philips Research Laboratories.

Introduction

In the usual methods of determining crystal struc-
tures it is necessary to know the intensity of the reflec-
tions that occur when a single crystal is irradiated by
an X-ray beam. The number of reflections may be in
the thousands for quite a simple structure, and can
reach hundreds of thousands for complicated struc-
tures like those of protein crystals. In a previous
article in this journal [11 a diffractometer system was
described that measures the reflections automatically.
The automatic facilities of this system, called ‘PAIL-
RED’ (an acronym for Philips Automatic Indexing
Linear Reciprocal-space Exploring Diffractometer)
are limited to the main operations. The orientation of
the crystal, in which an axis of the crystal lattice is
aligned parallel to the main axis of the diffractometer,
is not done automatically. The measurement of the
reflections is partly automated. Measurements are

Drs J. Hornstra is with Philips Research Laboratories, Eindhoven;
Ir H, Vossers is with the Philips Industrial Equipment Division,
Almelo.

made in series, and for each new series of automatic
measurements several angles and constants have to be
set to new values.

In working with ‘PAILRED’ it was found that the
alignment of the crystal and the setting for an auto-
matic run were increasingly made on the basis of a
fixed schedule, and that the occasional errors could
usually be traced back to simple arithmetical mistakes.
There was therefore a very good case for automating
these parts of the procedure as well. ‘PAILRED?’ is not
however very easily adapted for this automation. Apart
from the two angles of rotation that are set auto-
matically, there are another four that have to be set by
hand, whereas it is known that in principle a rotation
about a total of three or four axes is sufficient to
generate and measure all reflections. Moreover, the
system of logic circuits in ‘PAILRED?’ is not very suit-
able for considerable expansion.

(11 P. G. Cath and J. Ladell, Philips tech. Rev. 29, 165, 1968.
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for the input of all parameters. The control panel on
the computer is used only for starting and stopping
the equipment and for the program input.

There is a cooling system (not shown in the photo-
graph) that cools the crystal under investigation and
keeps it at low temperatures for days at a time by blow-
ing it with boiling nitrogen vapour. To prevent ice
from forming on the crystal holder, the stream of cold
nitrogen is separated from the surrounding atmosphere
by a ‘sheath’ of warm, dry nitrogen.

The design included a ‘dedicated computer’ right
from the start. The computer was made an integral part
of the equipment. This means that certain operations
are assigned to the computer that could have been
carried out by simple logic circuits. Arranging for
them to be performed by the computer, however, gives
greater flexibility. For example, a high speed of rota-
tion about the four axes can be obtained with no loss
of accuracy, since the computer ensures that the rota-
ting parts switch to a lower speed just before the end
of the rotation, so that the mechanical requirements
are not too difficult.

With the computer it is unnecessary to give the
crystal a particular orientation in advance. The lattice
constants and orientation of an unknown crystal in an
unknown orientation can be determined automatically
in less than half an hour. Another interesting feature
is that the orientation of the crystal can be monitored
by the computer during the automatic sequence of
measuremic.1ts. As soon as the orientation changes by
more than a preset limit value, it is re-determined
within a few minutes, and the measurements are then
automatically resumed.

The accuracy with which the PW 1100 measures the
intensity of X-ray reflections was investigated on the
spinel ZnGag0y4 [2l. Two small crystals were used, and
large numbers of reflections were measured to deter-
mine the oxygen parameter. The standard deviation
of this parameter was found to be 4x10-12cm or
0.04 pm. For strong reflections the error in the intensity
measurement was 1 to 1.59; for weak reflections the
error was determined by the counting statistics.

In the following we shall first deal with the four-
circle geometry on which the diffractometer is based.
We shall then briefly discuss the design of the equip-
ment, and finally take a closer look at the various
routines which the computer takes over from the user,
i.e. the determination of the orientation, the measure-
ment of the reflections and the accurate determination
of the lattice constants.

(21 J, Hornstra and E. Keulen, Philips Res. Repts. 27, 76, 1972
(No. 1).

[31 See for example: U. W. Arndt and B. T. M. Willis, Single
crystal diffractometry, University Press, Cambridge 1966.
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The four-circle geometry

Principle

Since the principle of the four-circle diffractometer
is now well known and has been described in detail
elsewhere [3], we shall discuss it here only very briefly.

There are four possible rotations: three for the
crystal and one for the radiation detector. Fig. 2 gives
a highly schematic picture of the mechanical part of
our diffractometer. A vertical ring 4 is mounted be-
tween bearings at top and bottom. Inside this is a
second ring B, which rotates in the plane of 4. The
mount C of the crystal holder D is fixed to the inside
of B. ' .

The four rotations are as follows:

1. The ring A4, with evefything it carries, can rotate
about a vertical axis; this is the o rotation.

2. The ring B can rotate inside 4, the y rotation.

3. The crystal holder D can rotate about its axis, the
¢ rotation. .

4. The radiation detector Det, a scintillation counter
as in ‘PAILRED’, can rotate about a vertical axis that
coincides with the axis of rotation of the ring A: this is
the 20 rotation.

Fig. 2. Diagram of the four-circle system. Ring A rotates about
the vertical w-axis (w rotation). Ring B rotates inside ring 4
(x rotation). Ring B carries a mount C on which the crystal
holder D is able to rotate about its long axis (¢ rotation). The
detector Det can rotate about an axis that coincides with the
w-axis (20 rotation). The X-ray beam passes through the colli-
mator Col perpendicular to the:w-axis and parallel to the x-axis.
All parts drawn here are in the zero position.
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As is customary, the angle 8 is the angle between

lattice plane (4] and incident beam for which the
_condition for reflection is satisfied (the Bragg angle).

The angle 20 is then the angle between incident and
reflected beams, and this is the angle at which the de-
tector must be aligned to receive the reflection — hence
the name 26-axis for the axis about which the detector
rotates.

Let us now assume that a crystal of known orienta-
tion and lattice constants is located at the centre of
the instrument, at the point where the four axes of
rotation and the incident beam intersect. We can then
imagine that a particular lattice plane is brought into
the reflection position in the following way (fig. 3).
Starting from the zero position (see fig. 2) we first
rotate the crystal about the $-axis until the lattice plane
perpendicular to CPo is parallel to the incident beam
IB; we then rotate it about the y-axis until the lattice
plane is vertical. The incident beam is now still parallel
to the plane, but from Bragg’s law:

A = 2dsin 8, )

it must be at an angle @ (A is the X-ray wavelength, d
is the distance between successive lattice planes with
the same orientation). If we now take w equal to 0,
the crystal will then be in the reflection position for the
plane under consideration. When the detector is next
rotated through the angle 20, the diffracted beam falls
exactly at the centre of the detector aperture. Since
the plane of the y ring (the name we shall give to the
assembly of rings 4 and B in fig. 2) now halves the
angle between the incident and the diffracted beam,
we shall refer to it as the bisector setting.

The four-circle geometry offers other possibilities. We have just
discussed the setting at which w = 0 in the reflection position. If
the % ring is prevented mechanically from taking up this position,
it will be necessary to find another setting of w at which reflection
occurs. There are many such settings, all of them at different
angles ¢ and y. The essential difference between all these settings
is that the crystal is rotated into different positions about the
normal to the reflecting lattice plane. While the angle 6 at which
the X-rays meet the plane is always the same, so that the refiection
condition is satisfied, the azimuth  varies. The way in which the
angular settings ¢ and x change when y changes may be under-
stood as follows (fig. 4). When the crystal rotates about the
normal to the reflecting lattice plane, the ¢-axis must rotate with
it. This axis describes a cone for which half the apex angle is
equal to the angle between this normal and the ¢-axis. The angles
#, % and w adjust themselves accordingly. The greatest deviations
of @ = 8 occur when g is & 90° and are equal to half the apex
angle. One of these extreme positions is used in the automatic
run when reflections have to be measured at 6 > 70°. This is
because with these angles there is no room at the bisector setting
for the x ring between the X-ray tube and the detector. At this
extreme setting, reflections up to an angle 8 ~ 80° can be meas-
ured, provided the angle between the ¢-axis and the normal is
large enough.
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Fig. 3. lllustrating the setting for a reflection in the bisector posi-
tion from the zero position of the instrument. In the sphere
with centre-point C, the perpendicular from C to the plane that
is to be rotated into the reflection position intersects the sphere
at Po. This point of intersection moves along the surface of the
sphere to P1 when the crystal is rotated about the ¢-axis, from
Pi to Pz when it is rotated about the yx-axis and from Pz to P3
when it is rotated about the w-axis. In this position the in-
cident beam /B makes an angle  with the lattice plane being
considered, and the beam is then reflected. The detector must be
rotated through the angle 20 to intercept the reflected beam RB.
In this position the ¥ ring (the name given to the assembly of
the A and B rings of fig. 2) bisects the angle 20, hence the name
‘bisector position’.

Fig. 4. lllustrating the azimuth rotation. The crystal rotates
about the normal to the reflecting lattice plane. The angle be-
tween the incident beam and the lattice plane thus remains the
same, and the condition for reflection is satisfied at all times.
The crystal is located at the centre C where the incident beam
1B cuts the w-axis. MC is the direction of the normal about which
the crystal and crystal holder rotate. The end-point Q of the
¢-axis describes the dashed circle with the centre M. This point Q
lies on the % ring, which must therefore move with it. The ring is
shown in three positions: the bisector position through M and Q,
and the two extreme positions through E; and Ez.
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There is in addition a special program for calculating the
angles ¢, ¥ and w for any value of y and making the appropriate
angular settings if mechanically possible. The use of this program
will not be discussed further here.

Calculation of the bisector setting

To explain how the angles for the bisector setting
are calculated, we need to use the concept of reciprocal
space, which was introduced in the article of note [1].
We shall confine ourselves here to the essential features.

In reciprocal space each lattice plane is represented
by a point at a distance 4/d from the origin in a direc-
tion perpendicular to the plane. The vector d* from the
origin to this point is the reciprocal-lattice vector cor-
responding to the plane. The points belonging to all
possible lattice planes form a three-dimensional lattice,
called the reciprocal lattice. This means that for each
reciprocal-lattice vector we can write:

d* = ha* 4+ kb* 4 Ic*, ()]

where 4, k and [ are integers, the ‘Miller indices’ of the
lattice plane. The vectors a*, b* and c¢* are the base
vectors of the reciprocal lattice. The lengths of these
vectors and the angles between them are characteristic
of the crystal. They are related to the base vectors of
the ordinary lattice as follows:
a-a*=5bb*=c-c* =1,
ab*=b-c*=ca*=a*-b=b-c=c*-a=0.
To describe the orientation of the crystal in the go-
niometer we introduce a rectangular coordinate system
that rotates with the crystal (fig. 2). If all the angles
are zero, the x-axis points in the same direction as the
incident beam, the z-axis is vertical, and the y-axis
completes a right-handed orthogonal set of axes. We
now resolve the three base vectors of the reciprocal
lattice into their components along these axes, and

assemble these nine quantities to form a matrix, which
we call UB [5];

azg* by* cg*

U.B - ay* by* Cy* . (3)
az* bs* c.*,

The coordinates of the point /k/ in the reciprocal

space or, in other words, the components of the vector
d*ppy, are found from the following matrix operation:

X h
y|=UB-{k]. @)
z I}

;

141 For convenience we have consistently used ‘lattice plane’
where we mean a set of parallel equidistant lattice planes.
(51 W. R. Busing and H. A. Levy, Acta cryst. 22, 457, 1967.
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The relation between these coordinates and the
angles for the bisector setting is now: ‘

d* = Vx2 + y2 4 22 = 25sin §,

x = d* cos g sin ¢,
(5
y = d* cos x cos ¢,

z =—d¥siny.

From this we can find ¢ and x; we choose the solution
where —90° < y << 90°. If the distance CPy in fig. 3
is made equal to d*, we can then derive the equations
(5) from the figure.

At this point we shall briefly describe the procedure
carried out before starting the automatic intensity meas-
urements. The crystal is centred by hand by trans-
lation in three orthogonal directions, i.e. it is moved
into a position such that when the various axes are ro-
tated no further displacement of the crystal is observed.
With an arbitrary orientation of the crystal in the
centred position we then operate the system to search
for all the reflections, usually about twenty, in a small
angular region. After the observed positions of the
reflections have been converted to points in reciprocal
space, the computer looks for the three shortest vectors
between these points, not lying in one plane, and
chooses these as base vectors of the reciprocal lattice.
Once the reciprocal lattice is known, we can then set
the instrument automatically for measuring the inten-
sity of any desired reflection.

The equipment

In designing the mechanical part of the diffracto-
meter a compromise had to be found between many
requirements, some of them contradictory. In the first
place we wanted high stability: the four axes were to
intersect within a sphere of radius 5 pum. Secondly, we
wanted highly accurate and reproducible angular set-
tings; for the w scan the accuracy was to be better than
0.005°, and better than 0.02° for the rotations about
the other axes. The accuracy of rotation about the
w-axis had to be greater because we wanted to use this
rotation for a highly accurate determination of the
lattice constants (we shall return to this point at the end
of the article). Thirdly, we wanted the angular region
that could be scanned to be limited as little as possible
by mechanical obstruction or by interception of the
X-ray beam. .

High stability is necessary to ensure that the crystal
under investigation will always be irradiated by the
same part of the.X-ray beam. This is especially im-
portant when a crystal monochromator is used. (The
PW 1100 works either with a crystal monochromator
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The deviations from the ideal direction are used as
zero corrections. ‘ :

The entire program for the PW 1100 is stored in the
computer. This means that it is never necessary to
change the program and all the facilities can be used at
any time. A short and efficient program was obtained
by writing it in the assembler language DAP-16.

Automatic determination of crystal orientation

Before automatic data collection can be started, it is
necessary to know the lattice constants and the orien-
tation of the crystal, contained in the UB matrix. The
PW 1100 determines this from the unknown crystal in

“an arbitrary orientation: The computer performs the

necessary operations so quickly that there is nothing -

to prevent this method from being used even when the
lattice constants are known. We have already indicated
the procedure: part of the reciprocal space is searched
and all the reflections found are listed. After these
reflections have been transformed into points in reci-
procal space, the computer finds the three shortest
vectors between these points, not lying in one plane,
and takes these as the base vectors of the reciprocal
lattice.

The region to be searched is determined by indicat-
ing a lower and an upper limit for 8, y and ¢. This is
done after typing the command SPH (start peak hunt-
ing) at the same time giving the maximum number of
reflections to be found, which can be up to 25 (see
fig. 8). The region is searched along arcs of constant 8
and y, with alternately increasing and decreasing
values of ¢. At every reversal point y is raised in value,
and when it has reached its upper limit a repetition
follows for a greater value of . The magnitudes of the
steps in 6 and y depend on the horizontal and vertical
dimensions of the detector aperture, which must be
given in advance, following the command DET
(detector) from fig. 8. The angle ¢ changes continuously
at a rate that can be set by the operator.

The computer determines whether a reflection has
been discovered by comparing the number of quanta
counted with a discrimination level after every 0.25°
of rotation about ¢, an angular interval which is a
little greater than the width of a reflection profile. A
discrimination level is chosen which is a few times
higher than the background level, but not so high as
to run any appreciable risk of missing weak reflections.

After the command DIS (discrimination level) the
selected rate and discrimination level are entered (see
fig. 8).

As soon as the counting system has counted a num-
ber of quanta greater than the discrimination level in
a particular angular interval of 0.25°, a few more steps
are taken to find the maximum of the intensity distri-
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bution. Next, using the half-shutters that close the
upper half or right-hand half of the detector aperture,
a check is made to see whether the reflected beam pas-
ses through the centre of the detector aperture. If not,
detector or crystal are rotated until the half-shutter
exactly halves the intensity. Further peak location is
then carried out in an omega scan and the aligning
procedure is repeated in small steps. The angles 6, x
and ¢ ultimately found are printed out in a list with the
peak intensity values. A check is made beforehand to
see whether the reflection had been found earlier; if so,
this is stated and the reflection is not listed a second
time. The computer stores the reciprocal-space coor-
dinates, calculated from equation (5).

The search procedure can be terminated in three
ways:

1) when the stated number of reflections has been
found;

2) when the whole angular region has been searched;

3) when the operator types in INT.

Next the computer calculates the reciprocal vectors
between each point in the list and the origin, and be-
tween each pair of points. From these vectors the three
shortest are chosen that do not lie in one plane. If a
vector found later is almost identical with one of these
three, the average is taken. Finally these three vectors
are resolved into their components, printed out as
columns of the UB matrix (fig. 8). Above each column
the points are indicated between which the vector was
first found and the number of vectors over which the
average has been taken.

After the UB matrix the matrix M = UB'- UB is
printed out. As a result of multiplication by the trans-
posed matrix UB’, i.e. the matrix UB in which the
columns and rows have been interchanged, the infor-
mation on crystal orientation is lost, but the data on
the lattice constants become much clearer. The matrix
M therefore plays an important part in the determi-
nation of the crystal symmetry.

Each element of M is the scalar product of two base vectors in
reciprocal space (e.g. M1z = az*bz* + ay*by* + a:*b:*). If two
base vectors are equal in length, two diagonal elements are then
identical. If two base vectors are at right angles, the corre-
sponding matrix element is zero.

Owing to unavoidable errors of measurement, these relations
are never satisfied exactly. (Although none of the elements in the
example in fig. 8 is zero, the three base vectors are nevertheless
found to be orthogonal.) The matrix M only gives an indication
of the symmetry that could be present. Confirmation is necessary
in all cases by comparing the intensities of reflections that are
related by symmetry.

If the shortest base vectors are not parallel to the axes of sym-
metry, it is awkward finding the reflections that belong together.
In such cases it is therefore the practice to introduce other axes
that are parallel to the axes of symmetry. This makes the recip-
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The reflections whose indices are all integers are used
for refining the UB matrix by the method of least
squares. This is a linear problem if the coordinates x,
y and z are treated as the observed quantities instead
of the angles 8, y and ¢. '

After refinement the accuracy of the UB matrix is
usually sufficient for the whole automatic series of
measurements. With the command OMT (omit) weak
reflections that cannot be indexed and presumably
originate from foreign crystal residues can be removed
from the list, and strong reflections can be added to
obtain a better distribution in reciprocal space by
giving the command ADD. The same list is used for
re-determining the crystal orientation during the meas-
uring process.

The automatic measuring process

Before a start can be made on the automatic meas-
urement of the reflections, a large number of param-
eters must be fed into the computer. Parameters
already known to the computer, such as the UB
matrix, do not have to be re-entered. It is desirable at
this stage, by way of a check, to have a print-out of all
parameters to be used. This can be obtained by the
command PAR (parameters). Fig. 9 shows such a
print-out, and we shall use this list to discuss the
various parameters.

Each reflection is scanned by means of a rotation
about the w-axis; the parameter SPE (speed) gives the
speed of rotation in degrees per second about this axis.
The width of the region scanned is given by SWD
(scan width), followed by two quantities a and b, which
occur in an equation giving the range Aw of the scan:
Aw = a 4 b tan 0. The region scanned is adapted in
this way to the width of the reflection profile which
increases with 0.

During the scan the detector may remain stationary,
which is preferable for small values of 8, or can be
made to rotate at twice the speed, which is preferable
for large values of . The parameter SCT (scan transi-
tion angle) gives the value of 6§ at which a change
should be made from one method to the other.

The insertion of absorption filters is determined by
FLI (filter intensity level). If the peak intensity rises
above the figure indicated with this command, the
reflection is measured with suitable absorption filters.

In the case of weak reflections the relative error may
become too great as a result of the counting statistics.
To avoid this, the scan is repeated until the total num-
ber of counts exceeds the number specified with the
command CNT (counts). In this way the weak reflec-
tions are measured more often than the strong ones,
which improves accuracy and also saves time. The
command MXN (maximum number) gives the maxi-
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mum number of scans, to limit the time spent on
measuring the very weak reflections.

Different methods of scanning are indicated by the
command SMO (scan mode). The normal value of
SMO is 1. When SMO is 0, only the peak intensity is -
measured; when SMO is 2, the measurement of weak
reflections is stopped after the first scan, instead of
being continued up to the maximum number of
scans (MXN). The criterion here is whether the peak
intensity Ipeak in quanta per second is significantly
above the background level Inek, i.e. whether
Tpeare — 2 Vm is greater than Ipcx. This saves time
as well as limiting the quantity of output.

The manner in which the background on each side

‘of the scanned region is to be measured is determined

by BMO (background mode). If BMO is 0, measure-
ments are made during a fixed period of time. If BMO
is 1, measurements are made during half the scanning
time. This is useful if the width of the scanned region
or the number of scans is subject to variation. If BMO
is 2, the background measurement time is adapted to
the strength of the reflection. The stronger the reflec-
tion, the less the error in the background measurement
contributes to the relative error in the net intensity,
and the shorter the time spent on measuring the back-
ground. This also saves time for strong reflections.

The method of determining the background measurement time
is based on the following. If Js is the average intensity per second
during scanning, and [y, the average intensity per second of the
background, then the net intensity per second Inet is equal to
Is— Iy. If the scanning time is ts and the background measure-
ment time ty, the variances are given by 62(fs) = Lfts, a®(ly) =
= Iv/ty and 6%(Inet) = Is/ts + Ivftv. It is known 6] that the mini-
mum of ¢2(/net) lies at ¢, = lsl/Ib/Is, subject to the subsidiary
condition ts -+ 7y, = constant. This subsidiary condition does not
apply in our case, since #s is fixed. However, if in this case we
look for the value of #, at which (ts + #1,)02/net is 2 minimum,
or at which the inverse — the statistical weight per unit time —
is a maximum, we find the same expression.

The commands for using the balanced filters are
BAF = 0 or BAF = 90. The parameters TRG (theta
range) are the lower and upper limits of 6. The param-
eter MVM (maximum value machine indices) will
presently be discussed in connection with the matrix
SEQ (sequence).

For crystals that have a high degree of symmetry it
is not necessary to measure the whole of the reciprocal
space; an octant or a part of an octant may be suf-
ficient. This is indicated by the matrix BND (boundary),
which when multiplied by the vector Akl:

h

P1
p2) = BND - (k ,
p3 !

gives the three quantities p1, pe and ps. A reflection is
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practice this is never the case. All the reflections along
a line through the origin of the reciprocal space, such
as the h00 reflections, have their bisector setting at the
same value of ¢ and y. This also applies to the reflec-
tions with a negative value of /, provided they are
measured at negative values of w and 2. This means
that a series of reflections of this type can be measured
without making any change in ¢ and x. The inaccuracy
then appears as an apparent shift of the zero point of
the w scale, i.e.:

dn* = ndi* = 2 sin (wn— wo), (6)

where n stands for A, k or /, in general for the order of
the reflection, and where wo represents the zero shift.
By determining the centre of gravity w, of two or
more reflections along this line it is possible to deter-
mine d1* and wg using the method of least squares.
Only the lengths of reciprocal vectors are found in
this way. Angles between reciprocal axes are deter-
mined from these with the aid of relations such as

(d110%)2 = (d100™)? + (do10™)? + 2 droo*doro™ cos y *.

Here p* is the angle between a* and 5*. This equation
shows a close relationship to the M matrix; the right-
hand side is equal to M11 + Mas + 2Mis.

The program is started with the command LAT
(lattice constants), followed by the number of lines
(no more than 9), along which measurements are to be
made, and the indices of the first reflection along each
line, e.g. 100, 010, 001, 110, etc.; see fig. 10. If it is
known that there are no hk0 reflections with odd 4, as
in our example, then 200, 210 or 220 can immediately
be entered.

An exploration is first carried out for each line. The
intensity I for all reflections within the region of 8
values given by TRG is determined. The four reflec-
tions with the highest value of I tan # are stored for
the determination of the centre of gravity. Multi-
plication by tan @ ensures that reflections for small 8§
are not the only ones taken into acount. During this
exploration ¢ and y are refined. Next, ¢ and y are left
unchanged and the centre of gravity is determined for
the four stored reflections, and also for the correspond-
ing reflections with negative n, in so far as 8 < 50°
(the lower limit of w is —50°). Finally the best values
of di* and wy are calculated and printed. out, followed
by the centre of gravity of each: reflection and the devi-
ation A,

A = 2 sin (0n— wo)— ndy*,

From the values of d1* given in fig. 10 the lattice
constants are found in this case by dividing the wave-
length 2 = 0.7107 A by the di* values. This gives
a=16.677, b = 3.848 and ¢ = 8.916 A.
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The determination of the centre of gravity wy of a reflection
profile is based on the defining equation

f wl(w)dw
" [ 1o)dw

In this equation /(w) represents the intensity after correction for
the background; the integration must extend over the complete
profile. For the computer calculation of the integrals we must
decide the range of integration and choose the step size and
measuring time per step. The choice of this time depends on the
intensity at the maximum. Both accuracy and time taken are of
importance in each choice.

We decided on a step size of 0.03°, which is about one-fifth of
the width of the reflection profile at half height. The range of
integration chosen is the area between the points where the in-
tensity has decreased to 5 % of the peak value, and the measuring
time was taken as 1000 divided by the intensity of the maximum.

It will simplify the discussion of the errors introduced in this
situation if we count @ from the peak wm of the profile. In this
case
2w — wm)ly

hH 2 ’
where I; is the intensity measured in step i at the angle w;. In
practice it was found that about 30 steps are needed; the denom-
inator is about 5000 and the numerator is small. The eilect of
errors due to the counting statistics is greatest when wi— wm ~
~ 0.2°, where I; ~ 200. An error of I/ZTO (i.e. about 14) in I;
contributes 0.2 X 14/5000 = 0.0006° to wy. If some 10 steps give
a contribution of this magnitude and the contributions of the
other steps are negligible, the contribution of the counting statis-
tics to the standard deviation of w, is found to be about 0.002°.

Another source of errors is the assumption that the point
where the intensity amounts to 5% of the peak value lies exactly
between two measuring points. The last measuring point is taken
in full even if it lies close to the 5% limit, in which case it should
be halved. The maximum error in @, is half the contribution at
the last point. If w; — wm = 0.4° and I; = 50, the error is then
0.002°. This error, which may occur at both extremes, is com-
parable with the error due to the counting statistics.

The error introduced by the uncertainty in the correction for
the background is comparable in magnitude, and so also is the
maximum error in the w scale. The absorption by the crystal and
the limited accuracy with which the crystal can be aligned also
lead to errors of comparable magnitude. We therefore believe
that the compromise between speed and accuracy is not far from
the optimum.

Wn = Wm +

Summary. Thearticle describesafour-circlesingle-crystaldiffracto-
meter, Philips type PW 1100, which is controlled by a built-in
computer with a storage capacity of 8192 words of 16 bits. The
lattice constants and orientation of an unknown crystal of arbi-
trary orientation can be determined in about half an hour. The
intensity measurements are also fully automatic. For strong re-
flections the inaccuracy of the measurement is between 1 and
1.59%,; for weak reflections it depends on the counting statistics.
The lattice constants can be determined with an accuracy of
0.02%,. If necessary, the orientation of the crystal can be re-
determined within a few minutes i it alters by more than a
specified amount during the intensity measurements. Consider-
able attention is given to the software, with emphasis on auto-
matic determination of orientation, the automatic measuring
process, and the accurate determination of the lattice constants.
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' Integrated Injection Logic (IZL)

C. M. Hart and A. Slob

In the large-scale integration of logic circuits the basic building blocks must combine
great simplicity and compactness with very low dissipation. These requirements are met
by the elegant combination of an inversely operated N-P-N transistor with a simple P-N
Junction for the power supply. In this way ‘integrated injection logic’ can lead to ‘bipolar’
integrated circuits whose performance can match that of MOST devices in many respects.

Introduction

The continuous improvement in the manufacture of
integrated logic circuits was initially directed at the
achievement of shorter delay times. In about 1970,
however, the extent to which speeds could be increased
reached a practical limit, and the trend is now towards
circuits with an increasing number of gates per chip.

For applications where it is desirable to manufacture
multi-gate circuits as single units, this large-scale inte-
gration (LSI) will constitute an improvement. If LSI
is to be a practical proposition, the logic circuits must
meet three important requirements. In the first place
the basic ‘building blocks’ must be simple and compact
to allow as many of them as possible to be accommo-
dated on a single chip. Secondly, the circuits must be
designed in such a way that a reasonable speed does
not entail excessive dissipation on the chip. This means
that the product tD of the delay time 7 and the
dissipation per gate D, which is the determining factor
here, must be sufficiently low. Thirdly, the fabrication
process must be simple and easily controllable and
capable of producing a good yield of reliable LSI cir-
cuits with as many as a thousand gates. The circuits
now in use do not always meet these requirements
entirely satisfactorily, and therefore to obtain suffi-

ciently large numbers of gates per chip a new family of

logic circuits is necessary.

The circuits that will be described here represent an
attractive and novel approach, which meets the require-
ments (11, They are in fact multi-collector transistors,
i.e. transistors with more than one collector in com-
mon base and emitter regions, which are supplied with
power by injecting minority carriers into these regions.
The injection can take place in two ways: by irradi-
ation with light or by means of a P-N diode.

C. M. Hart and A. Slob are with Philips Research Laboratories,
Eindhoven.

The first method, which could be of interest in space
applications, has the advantage that it requires no
external power supply and therefore no supply leads,
since small light-actuated current sources are distributed
over the whole circuit at the exact places where they
are needed. Relatively high levels of illumination are
needed, however, if high switching speeds are required.

In the second method the injection is effected by
means of a forward-biased P-N diode. This does
require an external power supply, but it can be con-
nected into the circuit by a very simple pattern of
central power supply rails on the chip. The switching
speed can be varied over a wide range by varying the
current level. The supply voltage which the circuits
require is low (<< 1 V). Typically the packing density
is 200 gates per mm?2 and the =D value is 0.7 pJ per
gate (the smallest detail in each mask being 7 pwm).

The production technique for integrated injection
logic circuits (‘I2L’ circuits) involves only five masking
steps. This is rather simpler than the present bipolar
production process. Reverting to the normal seven-
mask technique, however, it is possible to combine
I2L circuits with ordinary integrated circuits (e.g. with
analog circuits), thus greatly widening the field of
applications.

Injection by light; the photodiode

A P-N junction illuminated with light of a suitable
wavelength behaves like a diode with a current source
connected to it in parallel ( fig. I). Light quanta pene-

3 ? 1
Va I :YO'.TIO
| b

Fig. 1. Illuminated photodiode, symbolically represented by a
current source Ip in parallel with a diode. /4 diode current, Vy
diode voltage.
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of drawing a current fJp. In the application of such an
arrangenient, the individual collector currents will
usually also be approximately equal to Jy. If § > 1, the
collector voltage will then be very low.

This may be explained as follows. Let us consider
two identical phototransistors 71 and T3; see fig. 4.
For simplicity, we assume that each of the photo-
transistors has only one collector and that I1 = I = I,.
The collector of T3 is connected to the base of Te, and
is used as a switch for short-circuiting or open-circuit-
ing the base of Ts. In such conditions we can construct
operating points P and Q in fig. 5 by intersecting the
transistor characteristics with the photodiode charac-
teristic of fig. 2. In this case we have taken the photo-
diode characteristic upside down, since the positive
current direction is reversed. When the base of T is
earthed, the current o which the current source sup-
plies to the base of T1 will leak away through this short-
circuit and the base current I, of 71 will be zero. Inter-
section with the photodiode characteristic then gives
the operating point Q. When the base of 71 is open-
circuited, however, then Iy is equal to Jp and the col-
lector of T1 would then be able to draw a current 1.
However, this collector current must be supplied by
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Fig. 4. Standard arrangement for injection logic, in which each
collector draws only one base current.
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Fig. 5. Vee-Ic diagram for the transistor 71 from fig. 4 when
I1 = Ip. Pand Q are possible operating points when the collector
is connected to the base of a similar transistor. The point P
applies to the case in which the base of Ty is open-circuited
(I'y = Io), and the point Q to the case in which the base is earthed
(o =0).

Fig. 6. Example of a logic circuit with transistors (positive logic: the truth of conditions a, b
and ¢ corresponds to a high voltage). The dashed lines indicate how the transistors can be

combined to form multi-collector transistors.

the current source at the base of T, and can therefore
be no greater than Io. This situation then gives the
operating point P. In this case V¢e of 771 is very small,
which means that the base of T3 is short-circuited.

Logic circuits with phototransistors

The phototransistors discussed here are very suitable

for use in logic circuits. In a circuit like the one of
fig. 6 the transistors produce the logic inversion of the






80 C. M. HART and A. SLOB

tacts is not subject to any fundamental restrictions,
they can be laid out in the way most convenient for the
wiring pattern required. Space can also be left between
collectors where connections can pass a multi-collector
transistor without making contact with it, if crossovers
are necessary in the wiring pattern. All this is possible
provided the multi-collector transistors are not too
long.

Philips tech. Rev. 33, No. 3

At high current levels a limit is imposed by the
resistance of the base region. This resistance causes a
voltage drop across the base, and if this voltage drop
is too high the collector currents will not be uniform.
Voltage drop across the injector, which would give rise
to non-uniform injection, is prevented by applying an
aluminium contact rail over the whole length of the
injector region. The requirement that the collector
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Fig. 9. Layout of a double ‘D-type flip-flop’ with direct set-and-reset inputs (2 X 9 transistors),

and a few separate gates (3 transistors).

It follows from the geometry that the injected
minority carriers are distributed uniformly over each
multi-collector transistor. This does not however imply
any fixed current level, which the user can in fact select
within a wide range.

At low currents a limit is set by the current gain 8
becoming too small. This situation only arises, how-
ever, with currents of the order of nanoamperes. We
have already seen that each collector must be capable
of drawing one base current. To obtain a suitable
operating point (P in fig. 5) this means that the current
gain 8 must be greater than unity. A value of § close to
unity is not advisable because of low speed and sen-
sitivity to interference (noise), as we shall see later.

current for the worst-fed transistors should remain
greater than the highest values found elsewhere for the
base current can be met in a carefully designed circuit
at current levels of up to a few tens of milliamperes per
chip. This gives the user a freedom of choice of current
level over several decades. Fig. 10 shows a 108-bit shift
register consisting of 820 gates, operated at currents
ranging from 8 pA to 100 mA. At the low current
(about 10 nA per gate) the maximum frequency is
300 Hz, at high currents it is about 800 kHz.

As we saw above, the current level can be selected
by the user. This implies that it can be changed during
operation. For example, the shift register of fig. 10
has been used in an experimental pocket calculator
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Fig. 12. a) Configuration of three transistors T1,2,3 with the resul-
tant current sources I1,2,3, for calculating the noise sensitivity of
an I2L circuit. The noise is assumed to enter at point S. b) Con-
figuration for calculating the maximum permissible noise Is1 for
the case where the base voltage of T1 is zero (switch A closed).
T is then at the operating point P of fig. 5. ¢) The same as (b),
but for the operating point Q (4 open).

point P to point Q. The corresponding noise voltage

is then given by
kT Iy
V51 =—In (—3> .
q Bal2

(k is Boltzmann’s constant, T the absolute temperature
and ¢ the electronic charge.)

We now consider the situation in which switch 4 is
open (fig. 12¢). Transistor 71 is now biased to point P
and short-circuits T2. Consequently T» draws no col-
lector current from T3, which is ‘on’. For a noise
source Iso to be able to switch T2 to ‘on’, Ts must first
draw the collector current I3, for which a base current
I3/B2 is required. In addition, 71 can draw a current
Bil1 before any substantial increase in its collector
voltage appears. It follows that a noise source Isp is
acceptable if

Iso = p1li + I3ffo— In .
This corresponds to a noise voltage
Vso =~ Vi.

For the situation 1=l =TIz =Iand f1=B2=f3 =
= B, we find:

Iss =L (1—1/f); Vsi=(— kT/g)In
and
Iso = Io (ﬂ— 1+ l/ﬂ); Vso ~ V.
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In practice there is not likely to be much noise pro-
duced on a chip. In our equations, which we obtained
by assuming all values of f and all current sources to
be equal, a current gain § = 2 will be quite sufficient.
The noise produced in the connections between the
chips is expected to be higher, and therefore the first
transistor on the chip and the last one on the previous
chip are given a larger § and a higher current level. This
can be achieved with a suitable geometry.

Switching speeds

When considering the switching speeds of inte-
grated injection logic a distinction must be made be-
tween situations of low and high current level. In the
first situation only stray capacitances have to be
charged and discharged; in the second, charge accumu-
lation in the transistors becomes important, which
means that the cut-off frequency is of significance.

At low current levels the propagation delay time per
gate (7) is determined only by junction capacitances
and stray capacitances. This delay time will be pro-
portional to the time ¢ needed to charge or discharge
these capacitances. The time ¢ is proportional to
Q/I = CV/I, and the dissipation D is equal to VI,
where V is the voitage across a forward-biased junction.
From this it follows that tD is proportional to CV2,
which is constant.

At high current levels the accumulated charges in
the transistors become more important than the
charges in the junction capacitance plus the wiring.
In this region the transit times are independent of the
current level used, since inside the transistor the
charges are proportional to lo/fi, i.e. proportional to
the current divided by the cut-off frequency. The time
taken to build up these charges is proportional to the
charge divided by the current Ip; the delay time 7 is
therefore proportional to 1/f; and independent of the
current level.

This reasoning explains the measured 7D curves.
Since the voltage of the injector rail depends only
slightly on the current, the dissipation is proportional
to Io. At low currents the product D is therefore con-
stant, irrespective of Jo. In our circuits it amounts to
about 10-12 joules, as can be seen from fig. 13. At high
currents, 7 is constant and dependent on the cut-off fre-
quency, which can however, in an inversely operated
transistor, as here, be about 20 times lower than with a
normally operated one.

Conversion of a logical design into I’L

As we noted earlier, when our circuits are described
in positive logic, they represent a negation followed
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by a ‘wired-AND’, which corresponds to a logical
NOR.

In general, however, it may be more advantageous
to base the design of an I2L circuit not on NORs, but
on NAND:s. To explain this there are three points that
we should consider. First, every collector in our multi-
collector transistors represents in effect the negation

107%
.
107
! i
! i
! :
| :
t
10'9 | ] )
107° 107° 07w
—_— D

Fig. 13. Relation between delay time 7 and dissipation D for a
single gate (the 7.0 curve). At low current levels (low dissipation)
the product =D is constant; at high currents (high dissipation) =
is independent of the current level.

~ of the base signal. Secondly, a branching of the signal
takes place between base and collectors. Thirdly, each
collector or set of interconnected collectors in our
circuits can only draw current from one base. It is
perhaps more obvious to regard a transistor base,
together with the preceding ‘wired-AND”’, as an entity
and to think in terms of NANDs when drawing up the
design. How this works out in practice will be illustrat-
ed by reference to the circuit in fig. 14, a D-type flip-
flop with direct set and reset inputs.

If for simplicity the symbols of fig. 15 are introduced
for a ‘wired-AND’ connection and for a multi-collector
transistor, the circuit of fig. 14 can be redrawn as
shown in fig. 16. The six NANDs from fig. 14 directly
give the transistors 8, 6, 3, 5, I and 2. The double input
S required is derived from the additional transistor 9,
fed by S, and the inputs R are derived from transistor 4.
The double clock input 7' comes from transistor 7,
which now, however, has to be fed by T. The input D,
which goes direct to a ‘wired-AND’, is regarded as
having its associated transistor outside the circuit. The
circuit thus requires nine transistors; it is in fact one
half of the circuit whose layout is given in fig. 9. The
rules for designing a layout of this type will not be dealt
with here.

Combination of I?L with other circuits

The circuits described above are made with a five-
mask technology starting with an N* substrate. This
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means that the transistors must always have the emit-
ter connected to the substrate. Transistors used in
some other way would also be possible in this technol-
ogy, but in all cases either the emitter or the collector
in N-P-N transistors, or the bases in P-N-P transistor,
are connected to the substrate. This design limitation
can be removed by starting from a P substrate (see
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Fig. 14. Logic scheme (in NANDs) of the D-type flip-flop with
direct set and reset inputs from fig. 9.

R

Fig. 15. Symbols for a ‘wired-AND’ connection and a multi-
collector transistor (with three collectors), with which the dia-
gram in fig. 14 can be converted into 12L.
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Fig. 16. Conversion of the basic diagram in fig. 14 into a form

with multi-collector transistors and ‘wired-AND’ collector,
directly suitable for translation into the layout of fig. 9.
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Table I. Data for a number of circuits made in I2L. The chip
sizes given are overall dimensions, i.e. they include the area taken
up by bonding pads and scribing lines. (These were not included
in the calculation of the packing density.)

No. of
gates

Chip size

Type of circuit (mm)

Tone generator for electronic organ 180 1.2 x1.5

Liquid-crystal display driver 200 2.2 X2.4
Counter for digital voltmeter 325 2.2 X2.4
108-bit shift register 820 2.96%x2.85
1536-bit read-only memory ~ 1000 3 x4

Control-logic calcqlator 980 4 x4

density of 200 gates per mm2. The minimum detail was
7 um, there were five masking steps, and established
technology was used throughout. Circuits with up to
1000 gates per chip have been made and put into prac-

tical application, e.g. in an experimental pocket cal-.

culator.

With a seven-mask technology, normal integrated
circuit can be combined with I2L, enabling analog and
digital circuits to be produced on the same chip. A
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wide variety of interface circuits between all kinds of
logic can also be achieved. The range of potential ap-
plications is therefore very wide. Table I gives data for
a number of circuits made with the I2L technique (the
smallest details were 10 um). The zD product was be-
tween 1 and 2x10-12 7, SR

.

Summary. Large-scale integration (LSI) requires building blocks
that combine great simplicity and compactness with a low dissi-
pation per gate (D), without the speed (delay per gate 7) being
too greatly affected. Integrated injection logic (I2L) meets these
requirements. I2L circuits consist in practice of multi-collector
transistors that are supplied with power by the injection of minor-
ity carriers, either by illumination of the base-emitter. regions
— no external power supply is then required — or from an injec-
tor rail that forms a P-N junction with the emitter region. The
current level of the circuits can be varied in a wide range. I2L
circuits with ilumination injection can be made with four masks,
the others with five. If seven masks are used integrated circuits
can be made that consist partly of I2L circuits and partly of
isolated conventional transistors. With a minimum detail of 7 um
packing densities of 200 gates/mm2 and a D product of
0.7%x10712J have been achieved. Circuits with 1000 gates per
chip have been found to be a practical possibility, e.g. in an
experimental pocket calculator.
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A flexible method for automatic reading
of handwritten numerals

M. Beun

I. General description of the recognition method

II. Thinning procedure and determination of the special points

For the last twenty years or so, efforts have been made in various parts of the world to
devise automatic methods of reading handwriting, so that large volumes of handwritten
data for clerical processing can be fed direct to a computer. The present article describes
an automatic method of reading numerals. In an experimental equipment using this
method, which is based on a few simple principles, more than 91% of a collection of
10 000 numerals written by hand without any restriction were read correctly, some 3%,
were read wrongly and 6 %, were rejected as unrecognizable. Since the numerals were not
written particularly well (they were obtained in a door-to-door survey) this result com-
pares very well indeed with the results of other methods, and in fact the flexibility of the
method allows further considerable improvement. The author comes to the conclusion,
however, that the reliability in the automatic reading of forms with many numerals
written on them (such as giro cards) will never be completely adequate unless the people
who have to fill in the forms are prepared to give a little cooperation. In part I of the
article the recognition system is described in general terms; in part II'*] the author
deals at greater length with some important details of the procedure.

I. General description of the recognition method

Introduction

Information to be fed into a computer is frequently
presented in the form of handwriting. A familiar ex-
ample in some countries is the giro card, which is filled
in by the account holder, usually by hand. The problem
is by no means limited, however, to the giro service
or to the cheque and payment-transfer departments of
banks. There are very many other applications of the
computer, both administrative and scientific, in which
the input consists of large quantities of handwritten
data. At the present time the data are usually processed
by hand to bring them into a form in which the com-
puter can understand them. In the giro service, for

example, many hundreds of punch operators are
occupied in this kind of work. Mark sensing is another
system that has been used, in which marks made in
predetermined positions on documents can be directly
read by the computer, either optically or magnetically.
Filling in these marks presents too many problems,
however, and they are also difficult for people to read
back. There is clearly a need for a machine that can
put data into a computer by reading handwriting -
directly. .

For most practical purposes numerals are adequate.
Giro services, for example, can manage with the

Ir M. Beun is with Philips Research Laboratories, Eindhoven.

[*1 Part II of this article will appear in the next issue.
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amount and two account numbers. For many other
applications the information can be presented in a
numerical code. In some countries the post office now
asks people to add a numerical ‘postcode’ for the town
to the address on the envelope. The considerable
research that has already been done on optical charac-
ter recognition has therefore usually been limited to
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this image is electronically transformed into a matrix
of occupied and unoccupied positions (fig. 2). The
occupied positions (black in fig. 2) reproduce the
numeral, the unoccupied positions (grey) reproduce
the surroundings. This matrix can easily be stored in
the memory of a computer and is therefore very suit-
able for electronic processing. .
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Fig. 1. Example of the test material used in our experiments. Test subjects were asked to
write any 70 numbers on a sheet of paper with printed lines enclosing spaces measuring 5 by
7 mm. Four of these sheets are shown here. The first was filled in by the author himself with
carefully written numerals. These were read with no errors using the method descnbed here

and a very simple recognition procedure.

numerals, and even in many cases to stylized numerals.
In our research we have concentrated on the auto-
matic recognition of non-stylized numerals, our aim
being to impose no restrictions whatever on the hand-
writing. The principle of our system will now be de-
scribed, and it will then be compared with the consider-
able work by others in this field.

Principle of the recognition method

Fig. I gives an idea of the types of numerals used in
our experiments. The only rule laid down is that the
numerals must be written on a preprinted form, with
no more than one numeral per space. Before applying
the recognition procedure the numerals are put into
a form in which they can readily be processed electroni-
cally. This is done by means of a television camera.
The camera produces an image of the numeral, and

No knowledge of computers is required for the
understanding of this article. The reader need only
think of a drawing of a matrix in which occupied and
unoccupied positions are distinguished from each other
in some way; for example by making the occupied
positions black and the others white. '

Very briefly, the recognition process takes place in
the following phases. First the numeral is ‘thinned’ to
a skeleton (skeletonized), i.e. reduced to a pattern that
is nowhere thicker than one square. Next the end
points and forks or junctions in this pattern are found,
and then the numeral which the camera has read is
determined from the shape of the skeleton, and in
particular from the relative positions of these special
points. In this last phase, the actual recognition
process, a procedure is used that is drawn up after
studying the characteristics of a large number of
numerals written by test. subjects. By continously
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Fig. 6. a) Collection of carefully written
numerals, for some of which two widely
used types areincluded. Thisis of course
only a very small selection from the
many possible ways of writing these
numerals. b) Procedure for recognizing
numerals of the types in (a). The
numerals are first classified by the num-
ber of end points (E) and the number of
fork points (F). If a numeral belongs
to an (E,F) group that includes more
than one numeral, a subsidiary recog-
nition procedure is used to distinguish
between these numerals.
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numerals a subprocedure is used for further selection.
Fork points as used here refer exclusively to three-
junctions; a crossing in the original numeral in the form
of a four-junction usually degenerates in the skeleton
into two fork points (see fig. 52). On the rare occasions
when a skeleton contains a real four-junction (see
fig. 5b), we count it as two fork points.

In addition to E and F there is a third and equally obvious
characteristic of numerals; this is the number of closed loops.
We do not use this characteristic in our method, but that does
not mean that we neglect any essential information, for there is
a simple relation between the quantities E and F, the number of
loops L and the number of separate sections .S in the figure. This
relation, which is easy to verify, is:

F—E=2(L—S8).

Normally the pattern (the numeral) is in one piece, so that
$§ = 1. Once we have determined F and E, the difference L—S is
then a fixed quantity, but not L and S themselves. This is easily
understood, for if a closed loop is added as a new section, F and
E do not change, but L and § are both increased by 1.

We shall now deal in turn with the various groups
(see fig. 6b).

E =0, F= 0 (group 0,0).

Only a nought can possibly give a skeleton of this
kind. The noughts are thus recognized (since here we
are only concerned with the carefully written noughts
of fig. 6a).

E =0, F=2(group 0,2).

This applies only to the eights, which are thus
recognized with this group.

E=1,F=1(group 1,1).

This applies to the sixes and the nines. A simple and
sufficient criterion for making the correct choice is
found in the relative positions of the end point and the
fork. If the end point e is higher than the fork f, we
then have a six, otherwise we have a nine.

E =2, F= 0 (group 2,0).

This group includes the one, and also the two, the
three, the five and the seven of the fop row in fig. 6a,
none of which!have a fork. To distinguish between
these numerals - we -first count the total number of
points (squares) forming the skeleton. We call this
number W (for weight). Next we count the number of
rows that the skeleton covers in the matrix, and we call
this number H (for:height). For all ones we have:
W = H, but this does not apply to the other numerals.
We have thus eliminated the ones.

To select from the other possibilities, we number the
end points in the sequence in which they are en-
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countered when the matrix is scanned row by row,
beginning with the top row and moving from left to
right. The end points are given the symbols e; and es.
We then enclose the skeleton in a rectangle formed
from the horizontal and vertical lines that touch the
skeleton. If ey is at the right-hand edge of this frame,
the numeral must evidently be the five from the top
row of fig. 6a; if, however, ez falls here, then the
numeral is a two. If neither ey nor es are at the right-
hand edge of the frame, the decision is between the
three and the seven. Because of the limitation to the
types of numeral given in fig. 6a, we need in this case
only look to see whether es is at the bottom edge of
the frame. If this is so we then have a seven, otherwise
it is a three.

E =3, F=1(group 3,1).

This group includes the two fours, and also the two,
the three, the five and the seven of the lower row in
fig. 6a. We look first to see whether f (the fork) lies in
the right-hand half of the upper third of the rectangle.
If it does, then we have a seven. Next we see whether f
is in the lower third of the rectangle. In this way we
identify the rwos. We then see whether the three end
points are all on the left of the fork, which enables us
to recognize the threes. We find the fours by seeing
whether e1 and es both lie above f. Any numeral that
is still not classified can only be a five. We have in-
cluded a further safety criterion here, however, to
make sure that ey does in fact lie on the right-hand edge
before a five is decided upon. If it does not, the numeral
is rejected as unrecognizable.

In the procedure of fig. 66 all numerals are rejected
that have different numbers of end points and forks
than those that correspond to one of the five com-
binations above. If the only numerals presented are of
the types included in fig. 6a as in the original require-
ment, no numeral will be rejected, and the safety
criterion is then superfluous. Our purpose in adding it
was simply to introduce the concept of ‘safety criterion’,
since in general a procedure for recognizing numerals
written without restrictions can contain a large number
of such safety criteria.

If the recognition procedure described here is applied
to an arbitrary set of numerals, the result will be a
number of correct readings, a number of errors (sub-
stitutions) and a number of rejects. All the numbers
in the first block in fig. 1 were correctly recognized,
but these 70 numerals were written with the proce-
dure of fig. 6 in mind. It does however show that the
automatic recognition of handwritten numerals would
be a fairly simple matter if the people that write them
could be persuaded to observe a few simple rules. We
shall return to this point later on in the article.
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the forms. It is not unreasonable to expect, however, that in
practice the rejected and wrongly read numerals will tend to be
concentrated on cards filled in by people who write carelessly.
This would make the number of wrongly read forms much lower
than follows from the calculation. In fact, however, it turned out
that this was not the case at all — at any rate with the procedure
used for the test.

A human reading test

To get some idea of the accuracy with which people
can read the numerals used in our investigations, 35
people were subjected to a reading test. In this test
840 numerals were used taken at random from the
group of 10000 numerals with which we tested our
recognition method. Some of these 840 numerals are
shown in fig. 9. The figure indicates the method of
presentation; the subjects could not see which numerals
had originally appeared together on the same form, so
that they were not able to recognize numerals by com-
paring them with other numerals in the same hand-
writing — a possibility that does not occur in our
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the numerical example in fig. 10). This does not.of
course mean that people are unable to read giro forms;
on average the numerals will be written more clearly
than our test numerals were, but the most important
point is that people can compare the numerals on a
form.

Provisional conclusions

Without wishing to draw any final conclusions from
the above, it does seem that the results clearly indicate
that the problem of reading giro cards entirely by
machine — the problem always in mind during the
investigation — cannot be solved simply by further
improvement of the recognition procedure for individ-
ual numerals. It is hardly likely that the performance
of the machine will ever be better than the average
result of our 35 test subjects, and even this result gives
little reason for optimism. This does not imply, how-
ever, that the method in its present form is useless. In
the giro service in the Netherlands all cards are pro-
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Fig. 11. Result of a reading test in which 840 numerals were read by 35 people. The numerals
were taken at random from the material used to test our method (see fig. 9). The number of -
rejected numerals R is plotted along the horizontal axis, and the number of numerals read
wrongly E is plotted vertically. The lines at 45° give the proportion of correctly read numerals
cn. Each point gives the result for one person; a circle around a point indicates that two
people scored the same result. An approximate relationship between the number of rejects
and errors can be obtained from the points (see the solid curve). For comparison the figure
also shows the result given by our recognition procedure with these 840 numerals (point M.)

recognition method either. Fig. 1] gives the result of
the test; on average 98 % of the numerals were cor-
rectly read, 1.39, were read wrongly and 0.7 were
rejected. The same 840 numerals were read by the
machine (using the same recognition scheme as tested
above) and the percentages found were 91.7, 2.6 and
5.7 (point M in fig. 11).

The result of the reading test shows that the machine
does not as yet rival the capability of a human reader. In
comparing man and machine, however, we should bear
in mind that the results of the reading test are somewhat
biased by the fact that in doubtful cases a human reader
can guess, which the machine does not do. With the
percentages found in the reading test with human

readers, only 78 % of forms with 12 numerals are read

correctly, 13.59% wrongly and 8.5% are rejected (see

cessed independently of one another by two punch
operators, and their results are automatically com-
pared. One of the punch operators might perhaps be
replaced by a machine using the most universal recog-
nition procedure available. The results of the machine
can be further improved by on-line correction, with
the rejected numerals displayed on a monitor so that
a punch operator can read them. This would only
reduce the number of rejected numerals of course, not
the number of errors.

It might be interesting to consider extending the
system to include new facilities to increase its basic
capabilities. If a memory function were built into the
systém the machine could compare the different nu-
merals written on a form, like a human reader. This
would perhaps allow a decision between doubtful
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alternatives, which may occur with numerals like 1
and 7. All this, however, is still rather speculative. As
far as we can see the situation at present, there is no
likelihood as yet of faultless automatic recognition of
numerals written without restriction, and a little
cooperation from the public will be needed to obtain
complete automation. o

Where an automatic reader is to be used exclusively
within a closed organization, for example only for the
administration departments of a firm, the handwriting
can then be subjected to constraints designed to ensure
that the automatic reader will recognize all numerals
correctly. This can be done by choosing types of nu-
merals that are suited to the writing habits of the
people in the department, and programming the ma-
chine with a recognition procedure that recognizes all
these types of numerals. If the reader now rejects nu-
merals, or makes errors, it means that someone has
not kept to the rules. The machine has then been
adapted to the users. One can of course adopt the op-
posite reasoning and design an automatic reader that
recognizes only a limited number of types of numeral.
The users must adapt themselves to the reader but the
recognition procedure can be made so obvious that
the users can easily understand it and can easily learn
how to write the numerals.

At Mullard Research Laboratories, which are af-
filiated with us, a simple recognition procedure based
on our ideas has been developed for use in a character-
recognition system. This system (the Philips X 1300),
which is primarily intended for reading standard
(OCR) characters, is being manufactured by the
M.E.L. Equipment Co., Ltd., a part of the British
Philips Group.

A system imposing constraints on the freedom of writing
could also be devised for giro services. The constraints imposed
in such a case, however, would have to be kept to the minimum.
The principal requirement would be that forms on which the
writing did not follow the rules would have to be rejected by the
automatic readers. This could perhaps be arranged by providing
the giro card with a special space in which the account holder
makes a mark to show that he has observed the rules and agrees
to automatic reading. All the cards are then read automatically,
and the automatically read numerals from the marked cards only
are used in the giro records. The numerals from the unmarked
cards are also read by human readers and only their results are

used in the giro processes. However, the automatically read

numerals are given on the account holder’s statement. In this
way the account holder has a chance of becoming familiar with
automatic reading before consenting to the use of the system.
In return for the care required from the account holder he could
be offered some recompense, such as faster handling of his
payment orders.

A high degree of certainty that a form on which the writing
does not follow the rules will be rejected can be obtained by
combining the recognition system with a number-entry system

M. BEUN
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Fig. 12. Strip with spaces for filling in numerals by the Van der
Toorn system. Each space is marked Wwith the two numerals that
may be entered in it. The number 2503 has been filled in as an
example; the 2 is in the first space that may contain a 2, the 5 in
the next space along that may contain a 5, and so on. When
reading a numeral in a particular space the recognition proce-
dure therefore no longer has to make a choice from ten numerals,
but only from the two that are allowed to be entered in the
relevant space. This considerably reduces the number of errors
and also — if the recognition procedure has been adapted to this
numeral-entry method — the number of rejects.

proposed by L. van der Toorn 191, To illustrate this system let
us take as an example a case in which the number 2503 is to be
filled in. A strip of spaces like that shown in fig. 72 is used; first
we look for the space containing the numerals 2 and 3. These
numerals indicate that a 2 may be entered in this space, or a 3,
but no other numeral. The first digit of our number is therefore
written down in this space. Next we look along the strip — going
to the right — to find the first space in which we can place the
5 of our number and so on. While the numbers remain easily read-
able for people, the task of the machine is lightened enormously,
since it now no longer has to decide from fen choices but only
two. The location of the space indicates which pair it is. We can
now use a recognition procedure that is simpler and more
effective; doubtful cases such as 1 and 7, which increase the
number of rejects in a normal scheme, do not now arise.

As an illustration we shall first combine Van der Toorn’s entry
system with the recognition scheme which we tested above. With
the 10 000 figures used for this test the percentage of wrongly
read numerals falls from 2.67% to 0.21 %. This may be counted
in Table 1, where we now take only the confusions of 0 and 1, 2
and 3, etc. as errors, and all the others as rejects. The number of
errors is indeed very small, but there are now more rejects
(8.42%). Table II gives the result for a recognition procedure
adapted to the number-entry method. Although it was still in a
very primitive state of development it gave much better results.
There are now 0.75% errors and only 1.76 9 rejects.

The system works even better if each space is marked with one

Table II. Results of automatic reading of the same 10000
numerals as used for Table I, but now for the combination of our
method with Van der Toorn’s method of filling in numerals. The
recognition procedure used was specially designed to distinguish
between the two numerals that may be entered in the same space.

0| 1121345671819 |%
1273 5 10
1 {1095 6
1221 6 16
6 | 904 3
662 9 42
1249 21
69 | 2 17
9 | 89 22
073 7 | 19
20 | 685 | 10

[VoR e TN Ko 1 [3, 1 EL [OV] | W RN ]
3

9749 numerals (97.49 %)
75 numerals (0.75%)
176 numerals (1.76%)

correctly read
erroneously read:
rejected

110 Netherlands patent application No. 6918149.
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numeral instead of two. When the machine reads a numeral,
then the locations alone of the space containing the numeral
gives unambiguous identification of the numeral, so that the
recognition is given the nature of a verification. This is a com-
bination of two entirely different methods of recognition; a
method that classifies by location (in the same way as in a mark-
sensing system), and a method that classifies by shape.

A serious difficulty with this version of the number-entry
system is that twice as many spaces are needed for the same
number of digits. Even when each space is marked with two
numerals, it is difficult enough to find room for the strip on

Summary. A method is described for the automatic recognition
of freely handwritten numerals. The numerals are scanned one
by one with a television camera, and the television picture is
then electronically converted into a matrix of occupied and
unoccupied positions. This matrix is very suitable for processing
in a computer or in electronic equipment specially designed for
the purpose. The numeral is first ‘thinned’ to a skeleton that is
nowhere thicker than one matrix position. The end points and
forks in the skeleton are then determined. These special points
form the basis of the recognition procedure that is used to classify
the numeral, and is based on a large number of test numerals.
In certain cases the skeleton alone is not sufficient for recognition,
in which case tests must be made on the unthinned numeral. The
system described has great flexibility since the recognition
procedure can continuously be elaborated upon by the addition
of new criteria. A recognition procedure drawn up from more
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_forms in current use; using only one numeral per space it would

be impossible.

It can easily be seen that Van der Toorn’s system meets the
requirement that the machine will reject forms filled in wrongly.
If no notice is taken of the rules for filling in the numerals, or
they are not understood, the chance is extremely small that one
of the two permitied numerals will be read in each of the squares.
If more numerals than we have available at the moment could
be used for making the recognition scheme, it would be possible
to reduce the percentages of errors and rejects very considerably,
and the system could then become a really practical proposition.

than 15000 numerals was checked against 10000 other numerals;
91.37% of these were recognized, 2.67 were wrongly read and
5.96% were rejected. A reading test is described in which 35
people had to read a number of numerals taken at random from
the test group of 10 000. Without being able to compare numerals
written in the same handwriting, they were able to read 989 of
the numerals correctly. Since this is not sufficient for reading forms
with say 12 numerals, like giro cards, and since it is not to be
expected that a character-recognition system will perform better
than a human reader, it is concluded that if forms are to be read
entirely by such a system, either the method must be extended,
e.g. by building in a memory function for comparing numerals,
or constraints must be imposed on the freedom with which the
numerals are written. Some possibilities of devising a practical
system are indicated, both for a closed organization and for the
general public.
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Heat pipes

G. A. A. Asselman and D. B. Green

I. Operation and characteristics

" II. Applications

Heat-transport problems in nuclear reactors and in space applications have in recent
years stimulated intensive research in many countries on a heat-transport method whose
principle has long been known, the method of transporting heat in its latent form, i.e. the
latent heat of vaporization. Heat conductors based on this principle, called ‘heat pipes’,
can have a thermal resistance more than 10 000 times smaller than that of a copper rod
of the same dimensions. Heat pipes have been studied at Philips Research Laboratories
and are of considerable interest for heat transport for Stirling. engines and the develop-

ment of isothermal ovens.

Although it has long been known that high rates of
heat transport can be obtained by means of the evap-
oration-condensation process, it was not until 1944
that the first patent appeared on a ‘heat pipe’, that is
to say an evaporation-condensation device with
recycling of the fluid by capillary action [}1. The first
paper on the heat pipe came only in 1964 [2. Since
then, interest in this field has grown rapidly. All man-
ner of applications have been envisaged, probably more
than for any device with the exception of the laser.

Unfortunately many of these potential applications
will only be feasible with a working fluid possessing the
density of liquid hydrogen, the latent heat of lead and
the viscosity of superfluid helium. In the meantime,
however, heat pipes have been made that are based on
materials that do in fact exist. These materials and the
principles of operation of a heat pipe are discussed in
this article. Part I is primarily concerned with the
theory, while part I1 will describe a number of appli-
cations [*],

I. Operation and characteristics

The heat pipe is a device whose primary function is
the transport and distribution of heat by means of the
evaporation and condensation of a working fluid. Its
most characteristic feature is that it derives the power
necessary for the circulation of the liquid and vapour
in the presence of gravitational and frictional losses,
solely from the heat input; hence no external pumping
system is required. In this respect the heat pipe ranks
in terms of simplicity with the domestic coffee
percolator. However, unlike a percolator, which ac-
complishes the circulation of coffee by means of a
bubble pump and is thus dependent upon a gravi-
tational field for its action, the heat pipe employs a
capillary structure, or ‘wick’, and is thus a device of far
greater flexibility in both design and application.

Ir G. A.-A. Asselman is with Philips Research Laboratories, Eind-
hoven; Dr D. B. Green was formerly with Philips Research La-
boratories. . .

In practice the heat pipe is usually no more than a
tube or duct whose wall, or a large part of it, is clad
with a layer of porous material, the wick just referred
to (fig. I). The duct is heated at one end, causing the

" liquid to evaporate. This end is thus called the ‘evap-

orator’ E. The other end is the ‘condenser’ C, which
is connected with the device or component to which
the heat is to be transported. The vapour condenses
at this end, and gives up its latent heat. In an operating
heat pipe there is a continuous flow of vapour through
the duct from evaporator to condenser, and liquid is
continuously recycled in the opposite direction back
to the evaporator via the wick. The driving force for

[*1 Part II of this article will appear in the next issue of this
journal.

(11 R. S. Gaugler, U.S. Patent 2350348, 8 Jan. 1944,

20 G. M. Grover, T. P. Cotter and G. F. Erickson, J. appl. Phys.
35, 1990, 1964.
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of sound in the vapour. Generally speaking, this ‘sonic
limit’ as it is termed, is of importance only at low
vapour pressures. The vapour density is then small as
well, and the mass transport is thus severely limited.
At higher temperatures and pressures, two other limits
may be encountered, depending on the actual design
of the heat pipe. The first of these .is termed the en-
trainment limit and refers to the ability of high-velocity
vapour streams to take up liquid from the wick and
return it, in the form of high velocity droplets, to the
condenser section. Clearly, wicks consisting of wide,
open channels are more susceptible to this limitation
than those with smaller pores. The second is the wick-
ing limit, and refers to the ability of the wick to return
liquid to the evaporator at the same rate as the liquid
is being evaporated.: A failure to sustain this supply

_results in burn-out of the evaporator, frequently with
cata{strophic consequences.

Another limitation, applicable at even higher operat-
ing temperatures, is the occurrence of boiling in the
wick. As a result of this, vapour may block the sup-

- ply of returning liquid and thus cause burn-out.

The relative positions of the limits are not fixed. For
example, when a heat pipe is required to operate against
a gravitational pressure head, that is with the evapora-
tor above the condenser, almost all the operating range
may be limited by the wicking capability. This applies
particularly to working fluids of moderate temperature,
which tend to have rather low surface tensions, a fact
which has put an end to quite a number of proposals
for heat pipe applications.

Heat-transport capability

The large heat-transport capability of heat pipes that
work with liquid metal is almost legendary. It should
be remembered, however, that at lower temperatures
the maximum recorded heat fluxes are much more
moderate. One reason for this is that working fluids of
lower boiling point tend to have lower latent heats,
in accordance with Trouton’s rule. Some examples are
given in fig. 3. »

The high heat-transport capability of a heat pipe is
due particularly to the transport of vapour along the
vapour duct; the thermal resistance of the vapour duct
is very small, as will be seen in the next section. The
heat flux is in fact limited by other parts of the cycle,
such as heat transfer into and out of the pipe, evap-
oration and condensation processes,- etc. Moreover,
the magnitude of the heat transfer capability should be
judged in relation to the associated temperature gra-
dient. )

It is interesting to compare the performance of a
heat pipe with that of other energy-transport systems.-
For example, it has been reported that a lithium
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Fig. 3. Diagram of the measured maximum heat flux g for various
working fluids, and the temperature at which these are ordinarily
used. A higher operating temperature corresponds in general to
a higher heat-transport capability.

heat pipe operating at 1500 °C can transport an
energy of 15 kilowatts per square centimetre of cross-
section with an axial temperature gradient of about
0.1 °C cm™1. In comparison, a copper rod of the same
dimensions transferring heat by conduction at a heat
flux of 15 kilowatts cm~2 would require a temperature
gradient of approximately 4000 °C cm~1. Although the
same comparison has frequently been made, it is
perhaps a little unfair to the copper rod since it does
not take into account the variation of the latter’s
properties with temperature. In the cryogenic region
for example, at temperatures around 10 K, a pure cop-
per rod can in principle handle 15 kilowatts cm~2 with
a temperature gradient of only 75 °C cm™1, and is
probably as good a thermal conductor as any heat
pipe operating in this temperature range.

It is also interesting to make a comparison between
a heat pipe and a hollow pipe of the same dimensions,
along which heat is exchanged between black-body
thermal radiators. A simple calculation shows that if
one end of the pipe could be maintained at absolute
zero the other would have to be brought to approxi-
mately 6900 °C before the radiation flux approached
15 kilowatts cm—2. Moreover, to obtain this energy
flux for a temperature difference between the two ends
of the same order as that encountered in heat-pipe
systems, i.e. 5 °C, the mean operating temperature of
such a thermal radiation pipe would have to be about
50-000 °C. :

Although, as the above examples show, radiation
and conduction processes barely stand comparison
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the contributions of each of these resistances, and we
shall see that three of the nine are so small as to be
negligible.

Heater|[envelope interface

The majority of heat pipes derive their heat input
from a hot gas, a hot solid or a radiation source. We
shall now consider each of these sources in turn.

Where the source is a hot gas, as is the case with
flame-heated heat pipes, the heat flux per unit area of
the heat-pipe envelope is determined by a relation of
the form:

q = hAT.

Then the thermal resistance of the heater/envelope
interface is given by: '

Ru-gnv = (hAE);l.

In these expressions AT is the temperature difference
between gas and envelope, & is the heat-exchange
coefficient, and Ag is the surface area of the evap-
orator.

As an example of heating where a hot solid is the
source, we consider an electric heating wire which is
separated from the heat-pipe envelope by some form
of electrical insulation. In this situation the heat-
conduction equation applies:

g = AATd L.
The associated thermal resistance is
.RH—Env = d(}»AE)‘l.

In these expressions AT is the temperature difference
between heat-pipe envelope and heating wire, d is the
thickness of the insulation and A its thermal con-
ductivity.

Where the heat source is a radiation source the heat
is generated directly on the surface of the heat-pipe.
There is then no heater/envelope interface so that
Ru_gnv = 0, as it is also, for example, in the case of
electron bombardment heating or friction heating.

Heat transport through the envelope

The transport of heat through the heat-pipe envelope
is for the most part primarily a process of conduction.
Even when thermal radiation does make a contri-
bution, the heat flow may still be expressed in terms of
the general heat-conduction equation:

g = AgATdg™! and RgnvE = de(Aedze)™L

These expressions indicate that thin-walled, high-
conductivity materials are to be preferred for heat-pipe
envelopes. Unfortunately the need to contain pressures
usually puts a lower limit on the thickness of the en-
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velope; and the possibility of corrosion imposes re-
strictions on the type of material that can be employed.

Transport through the wick

The transport of heat through a liquid-saturated
wick may occur in several ways, depending upon the
nature of the wick and the working medium. For liquid
metals the largest contribution is likely to arise from
conduction through the liquid itself. On the other
hand, with an organic fluid and a metallic wick, con-
duction through the wick may assume the dominant
role. If the wick is fabricated from an insulating mat-
erial such as fibre-glass, then convection or even boiling
in the liquid become possible transport mechanisms.

In many situations an analysis of the problem is not
possible, and therefore it is useful to have an estimate
of the upper limit to the thermal resistance of the wick.
This may be obtained by assuming that all the heat is
transported solely by conduction through the liquid,
in which :case the resistance is given by:

Rww) = dw(iwAdg)™.

Liguid|vapour interface

The thermal resistance at the liquid/vapour interface
is not so easily treated as the foregoing resistances. We
begin by considering a heat pipe in static equilibrium,
that is to say a heat pipe not transporting heat. This is
roughly the situation of a heat pipe used for obtaining
an isothermal surface. The temperatures of the liquid
and the vapour will then be the same everywhere and
equal to the temperature of the immediate surround-
ings. The pressure of the vapour is therefore exactly
equal to the vapour pressure of the liquid at that tem-
perature. Now the vapour pressure is in general an
exponential function of temperature, as may be de-
duced from the Clausius-Clapeyron ejuation:

dp/dT TOv— 72
In this expression L is the latent heat, Vv is the volume
of the vapour and V71, is the volume of the liquid.

Assuming that V71, is negligible in comparison with
Vv, we may write: dP/dT = L(VvT)~l. Assuming
further that the vapour may be treated as a perfect gas,
we find dP/dT = LP(RT?™1, R being the gas constant.
A solution of this equation is:

P ocexp(—].

? (i)
From. this it is evident that the first derivative dP/dT"
increases rapidly with increasing temperature, so that
at higher temperatures relatively small changes of tem-
perature give rise to quite drastic changes in vapour
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pressure. This feature is extremely important in appli-
cations requiring good temperature stability. ’

For a heat pipe in the dynamic state, but transporting
little heat, the Clausius-Clapeyron equation provides a
means of relating the small pressure drops to equiv-
alent temperature drops, i.e.

AP = AT LP(RT?L.

For a heat pipe transporting a large amount of heat,
the situation is slightly different. At the interface liquid
_is vaporizing and the heat input is thus converted into
potential energy (latent heat). To obtain finite vapor-
izationrates, some degree of superheating of the liquid
is required. The heat-transfer rate may be expressed by
a relation of the form

q = aAT,

where AT is the temperature difference between liquid
and vapour, and « is the heat-transfer coefficient,
which is usually experimentally determined. For water
evaporating from a steel-gauze wick, « is typically of
the order of 0.5 watts cm~2 °C-1, with burn-out oc-
curring at about 10 watts cm~2. Observations (3] made
on room-temperature heat pipes indicate that whether
vaporization occurs with or without boiling, the degree
of superheating required to effect a given heat-flux
transfer from a wick is, at the lower levels of heat flux,
less than that encountered in normal pool boiling, but
increases above the pool-boiling value at higher heat
fluxes.

With a liquid like water, the superheating required
for boiling is only a few degrees; as far as liquid metals
are concerned, such as sodium and potassium, super-
heating to between 100 and 200 degrees might be
necessary.

A relation between heat flux and superheat such as

that given above provides little quantitative informa-
tion on the effectiveness of vaporization as an aid to
‘heat transfer. Another approach may be found by
noting that when a heat pipe is in the dynamic state,
i.e. transporting heat, the vapour pressure of the liquid
at the evaporator must be slightly higher than the
pressure of the vapour there; whereas at the condenser,
finite condensation rates are obtained only when the
pressure of ‘the vapour is slightly higher than the vapour
pressure of the liquid. This is one of the consequences
that may be deduced from the kinetic theory of gases,
which in fact offers a good description of both evap-
oration and condensation phenomena.

Consider a surface element of unit area parallel and
very close to the surface of the liquid. The vapour
below this surface may be taken as having the equilib-
rium vapour pressure P of the liquid (temperature 7
and is in dynamic equilibrium with the vapour above,
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at pressure Py. The number of molecules travelling
from the liquid to the vapour side of the element, per
second and per unit area, is from kinetic theory

Ni-v = (3/27)*(P/mc),
while the number travelling in the opposite direction is
Nv-1. = (3/27)*(Pv/mc).

In these expressions L-V means liquid to vapour, and
V-L vapour to liquid; m is the mass of a molecule of
the vapour, and ¢ is the root-mean-square velocity, a
quantity defined in terms of the average kinetic energy
per molecule, i.e.

c= (BkT/m)* = (3RT/M),

where k is Boltzmann’s constant and M the gre{m-
molecular weight of the vapour. The net number of
molecules crossing unit area per second is therefore:

N = (3/2=)¥(P — Pv)/(mc).
The rate of heat transfer is, to a good approximation,
g = NmL = (P — Py)L(M/[2=RT)*.

The rate at which heat is transferred across a liquid/
vapour interface is therefore determined not only by
the latent heat of the liquid, but also by the difference
between the pressure of the vapour and the vapour
pressure of the liquid. The amount of heat transferred
for only a small pressure difference can be quite sur-
prising: some values of g/(P— Py) estimated for
several liquids in the vicinity of their boiling pointxs are
given in Table I.

Using the previously derived result relating tem-
perature and vapour pressure differences (p. 108), the
rate of heat flux across the liquid/vapour interface may
be written as '

g = AT L2 P(M/2LRT)*(RT?)1
and the thermal resistance of the liquid/vapour inter-
face is

Ri—v = (RT2/LYnRT|M(LPAg).

Table I. The boiling point Tb of some working fluids for heat
pipes, and the ratio of the heat flux ¢ through the surface of
an evaporating liquid and the difference which is required be-
tween the vapour pressure Py and the saturation pressure P.

. Tv g/(P— Pv)
Liquid (K) (KW/em? atm)

Lithium 1613 55

Zinc 1180 18
Sodium 1156 39
Water 373 215
Ethanol 351 13.5
Ammonia 238 15.2

131 P.J. Marto and W. L. Mosteller, ASME-AIChE Heat Trans-
fer Conf., Minneapolis 1969, paper No. 69-HT-24.

e
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The assumptions made in this derivation are not ten-
able for. large pressure differences, but it is probable
that in any real situation these differences will be very
small, at least in comparison to the absolute pressure
in the pipe. i

Vapour flow

Clearly, vapour flows from the evaporator to the
condenser only in the presence of a pressure gradient
‘along the vapour duct. The magnitude of the pressure
drop arising from frictional losses in the vapour flow
has been calculated by T. P. Cotter [4] for various
situations. The result obtained in the limit of low evap-
oration and condensation rates is

APV = 4’)7vlq/ (Lgvrva).

Here v is the viscosity.of the vapour, / the length of
the heat pipe, gv the density of the vapour, and rv the
radius of the vapour duct. As before, a temperature
drop may be related to this pressure drop via the
Clausius-Clapeyron equation. The corresponding
thermal resistance arising from frictional losses in the
vapour flow is thus

Ry = (RT?¥L)(4nvl)(PvLovrviAv),

where Av is the cross-sectional area of the vapour duct-
The other four thermal resistances have essentially

the same form as the first four and will not be discussed

further, although they are included in Table II.

Table II. The expressions for the nine thermal resistances that
can be distinguished in a heat pipe (see text), and approximate
values per cm? of cross-section for water as the working fluid.

Approx.
Resistance Expression value
°c/w)
RE _Env (hAg)~! or d(AAE)-? 103 or 10
REenv(E) de(AgAg)? ) 10-1
Rw(z) dw(AAg)-! 10
Ri—v (RT?L) QnRT/M)HLPAg)-! 10-5
~= Rv (RT?/L) (4nvl) (PvLovrviAv)~! 10-8
Rz (RT2/L) QuRT/MYHLPAS)- 105
Rwc) dw(AwAe) L 10
REnv(c) de(AcAc)! . 10-1
Renv-s (hAc)~ or d(AAc)? 103 or 10

Table II shows thermal-resistance values calculated
for a hypothetical water-filled heat pipe. It is seen that
the internal resistances associated with the mass-flow
phenomena, that is Rr—v, Ry and Rv_y, are negligible
compared with those of the envelope, wick and heat
input and output systems.

The total thermal resistance of a heat-pipe system
may thus be estimated from consideration of the latter
six resistances alone; these will in general be sufficient
for determining the heat transported between a source
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and sink at fixed temperatures, or for determining the
temperature drop expected for a given heat-transfer
rate. '

Design and performance

In the design of a heat pipe the working fluid, the
envelope and wick materials, the dimensions and wick
structure must of course be chosen to suit the operating
conditions. The final choice is invariably the result of
some sort of compromise. Some of the relevant param-
eters and criteria are discussed below.

Pressure drops in a heat pipe

One approach to recognizing the various parameters
that may come into conflict in the design of a heat pipe
is to consider the pressure differences that must occur
in a heat pipe. There are four such pressure differences
—the capillary pumping pressure A Peqp, the hydrostatic
pressure APgrav, the pressure drop in the liquid APy,
and the pressure drop in the vapour APy — whose
sum must be zero: :

APca,p+APgra,v+APL+APV=O.

Each of these terms has been evaluated for the case of
a simple cylindrical heat pipe, absorbing heat uniformly
along the length of its evaporator, and liberating this
heat uniformly along the length of its condenser [4],

The capillary pumping pressure APcyy, is due to the
curvature of the liquid/vapour interface, one of which
exists at both ends of the heat pipe. Let the radii of
curvature be Rg and R¢ and the surface tension of the
liquid be 7y, then the net pressure difference is
APeyp = 2y(Rg~1— R¢™1). However, because of the
dynamic nature of the condensation process R¢~1 may,
generally, be treated as negligible with respect to Rg—1.
Moreover, a simple geometrical construction reveals
that R = re/cos 8, where r¢ is the radius of a capillary,
and ¢ is the contact angle between liquid and capillary.
A sufficiently good approximation for the capillary-
pressure term is therefore:

Apcap < (2'}//"(:) CoS 0.

The second term, APgryv, the hydrostatic pressure
drop in the liquid, is given by APgry = prg/ sin ¢,
where pr, is the density of the liquid, / the length of the
heat pipe and ¢ its inclination to the horizontal. This
term is positive or negative, depending on whether it
helps or hinders the recycling of the liquid.

The hydrodynamic pressure drop in the wick, APr,
may be derived from the Poiseuille formula, corrected
for tortuosity and wall roughness. The result may be
written in the form APy = —Mibyr/(2Awererd®),
where M is the mass flow rate, b a factor representing
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tortuosity and roughness, 71, the viscosity of the liquid,
Aw the cross-sectional area of the wick and e its
porosity.

A similar result is obtained by application of the
general pressure-drop equation:

APy, = — R*Cwlvini/8rc?,

where R* is the axial Reynolds number of the liquid,
v is the velocity of the fluid and Cw is the coefficient of
friction. Comparison with the previous result requires
that b = R*Cw/8. The product R*Cw is 64 for
straight, smooth capillaries, 96 for channels, and
100-200 for gauzes, depending on their filling factors.

The pressure drop APy in the vapour is related to
frictional losses in the vapour flow, and also to the
fact that the axial component of the velocity of mol-
ecules that have just transferred from the liquid to the
vapour phase is zero on average, whereas at the output
of the evaporator it has quite a high value. This pres-
sure difference is thus primarily an inertial effect.
Analogous considerations apply to the condenser. If
the rates of evaporation and condensation are high,
the contributions from the inertial effects may pre-
dominate over the frictional losses. In the limit case of
low evaporation and condensation rates, frictional
forces dominate, and the pressure drop APy in the
vapour is approximately equal to —4nvMi(zgyrvi),
where 7v is the viscosity of the vapour, pv its density
and rv the radius of the vapour duct. The total pres-
sure drop in the vapour for high heat fluxes is
APy = —M?(1 — 4/n%)/8pvrv*. The first term is the
pressure drop in the evaporator part and the second is
that in the condenser part.

For high evaporation rates, that is high radial flow velocities,
the velocity profile across the vapour duct is not parabolic but a
cosine function. At high condensation rates the velocity profile
in the condenser is nearly constant across the vapour duct with
the transition to zero velocity occurring in a thin layer near the
wall. Surprisingly, the pressure in the condenser actually in-
creases in the direction of flow [51,

Using the above expressions for APcap, APgrav, APy,
and APy, and substituting Q/L (Q = heat flux, L =
latent heat) for M, we obtain from the requirement
that the sum of the pressure drops must be zero, the
following equations. For the case of a low heat input/
output:

4nvQl
OV novrvil

bnrQl! Zy cos 8
2Aw01,1 2Le = re.

———— 4 prgl sin ¢ +

and for the case of a high heat input or output:

(1 — 4/=*)Q?

) CbnQl
i+ aelsin g+

2y cos 0
2dwerrelLe —  re
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The above equations can be quite a useful aid to heat-
pipe design, even though they are strictly applicable
only in special- cases. Nevertheless, they give some
insight into the magnitudes that various parameters,
such as the cross-sectional area of the vapour duct or
the capillary radius of the wick, must have if the heat
pipe is to operate well. Certain parameters, such as the
porosity e and the tortuosity of the wick, usually have
to be derived from experiment.

Fundamental limitations are particularly likely to be
encountered in the design of heat pipes that are re-
quired to transport a great deal of heat. For example,
flow losses in the wick increase as the diameter of the
pores decreases, which may offset the gain in capillary
pressure. This effect restricts the length; it has not yet
proved possible to give any heat pipe, required to
transport a large amount of heat, a greater length
than a few metres, without adding an auxiliary system
to maintain the liquid flow.

Choice of working fluid

We consider a heat pipe in which the pressure drop
in the vapour is small enough for it to be neglected in
comparison with the pressure drops occurring in the
liquid phase. We further assume that the capillaries
are perfectly wetted, i.e. # = 0. Under these conditions
the sum of the pressure drops occurring in the heat
pipe is approximately given by

bnrQl - ., 2y

_ e Ising— —=0,

TdwerreiLe T CElsing— -
or '

12 . 124 2Le
0 = [ — ratsing] nerihe _
Fe anl
_ 4Awer [1 e glre sin L’}/QL.
bl .

As can be seen, the expression for @ is a product of
three factors. The first two are primarily concerned
with the geometry of the wick and the orientation of ~
the pipe. The last term is the ‘figure of merit’ F of the
working fluid. It includes the most important physical
properties relevant to heat-pipe performance. Clearly,
for high heat-transport capability we must seek fluids
with a high figure of merit.

Fig. 5 gives some examples of the ﬁgures of merit of
several fluids, estimated at their boiling points. The
range of values is very large and shows a definite trend
to higher values for higher-boiling-point liquids. For a
given liquid, F is a temperature-dependent property
which must vanish at the critical point. In general,

4] T. P. Cotter, Theory of heat pipes, Los Alamos Sci. Lab
Report No. LA-3246-MS; 1965.
51 W.E. Wageman and F. A. Guevara, Phys. F1u1d53 878, 1960.
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Fig. 5. The figure of merit F for various working media at their
boiling points.

Table III Properties of some working media. Tm melting point.
Tv boiling point. gL density,  surface tension and F figure of
merit at boiling point.

. Tm Ty oL ylon F

Medium | 40y | &) | (gfem® |(em3/s?)| (W/em?)
NH3 195.3 239.7 0.685 38 976 x 104
CHsOH 179 338 0.78 22 486 x 104
CCla 250 349.5 1.5 13 116 x 104
CaHsOH 156 351.5 0.75 23 215x 104
H20 273 373 0.96 61 456 % 105
Naphthalene 353.5 491 0.89 22 112 x 104
Hg 234.1 629.5 12.74 30 162 %108
Rb 311.9 961 1.2 38 250 % 10%
Cs 301.5 958 1.47 22 124 X 105
Cd 593.9 1038 7.6 73 376108
K 336.7 1047 0.656 91 450% 105
Na 370.8 1156 0.756 153 227x108
Zn 692.6 1180 6.2 118 114x 107
Mg 924 1380 1.5 347 590 x 10¢
Li 452 1613 0.404 530 825x 108

values tend to increase from the triple point, reach a
maximum around the normal boiling point of the
liquid, and thereafter decreases quite rapidly as the
critical point is approached. Table III lists a number of
working fluids and their properties.
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The figure of merit is not, of course, the only factor
involved in the choice of a working medium for a heat
pipe. In fact, there are instances when this parameter
is not at all decisive. Four such instances are touched
on below.

When the inclination of the pipe is steep, a high
capillary rise is required in the wick. In this case, low-
density fluids with high surface tensions (high y/er,
see Table III) and small contact angles are preferable.
The wick must also be chosen with as much care as the
working medium. : o

In situations where great pressure differences across
the heat-pipe envelope cannot be tolerated, working
fluids should be chosen which, at the required operat-
ing temperature, have vapour pressures similar to the

" ambient pressure. '

In some cases the fluid that has the most favourable
figure of merit is likely to cause excessive corrosion of
the heat pipe. For example, at 1400 K lithium has a
much higher figure of merit than most other liquid
metals. At this temperature, however, lithium attacks
stainless steel quite severely. It is therefore more con-
venient in practice to employ sodium with an over-
pressure than to make the heat-pipe envelope from
some special lithium-resistant alloy, even though the
vapour pressure of sodium at 1400 K is about 3 atmo-
spheres, which brings special problems in designing the
wall since the creep strength of stainless steel is low at
this temperature.

The working fluid with the most superior figure of
merit may also have to be rejected if the application
requires from it some subsidiary property, such as a
low electrical conductivity.

Finally, an important non-technical factor to be
considered is the price of the working medium.

The wall and the wick

For the envelope material the requirements of high
heat-transport capability and small temperature gra-
dients lead naturally to materials with high thermal
conductivities. For this reason copper is very suitable
for use at temperatures below 300 °C, especially so on
account of its availability in tubular form. At higher
temperatures, where there is likely to be a problem
from corrosion due both to impurities in the working
fluid and the ambient atmosphere, we have made
extensive use of two types of chrome-nickel steel (AISI
310 and 321). Where possible, seams are joined by
argon-arc welding, although for temperatures up to
1000 °C nickel-based brazing has also been successfully
employed. A sodium heat pipe fabricated with these
techniques, which has operated for 30000 hours,
continuously is shown in fig. 6.

To make the use of heat pipes an economic prop- -
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The Netherlands astronomical satellite (ANS)

“W. Bloemendal and C. Kramer

In the summer of 1974 an American space vehicle will put into orbit round the Earth a
satellite that was designed and constructed (except for one of the measuring systems)
in the Netherlands for astronomical research. The article below is the first of several that
will appear in Philips Technical Review about the design and construction of this satellite
(known in the Netherlands as‘ANS’ ), which has been entrusted to a consortium formed
by Fokker-VFW and Philips. In this first article the authors have confined themselves to
a general description of the configuration and operation of the satellite and to a brief
account of the nature, history and organization of the project. Later articles will deal
more thoroughly with some of the components of the satellite such-as the attitude-control

system, the onboard computer, and the sensors and actuators.

Nature and aims of the project

Work has been going on in the Netherlands for some
time on a project whose aim is to put a small astronom-
ical satellite into orbit around the Earth. The project
is known in the Netherlands as ‘ANS’, an acronym for
Astronomische Nederlandse Satelliet. This activity was
preceded by an earlier phase that started in about 1965.

By this time it had begun to become clear that
industry — not only in America, but in Europe too —
received new stimuli (‘spin-off”) through taking part in
advanced activities connected with space technology.
In Europe a considerable amount of the work in space
technology was carried out under the auspices of the
European space agencies ESRO and ELDO, financed
by the member countries, which included the Nether-
lands. Apart from these activities a number of Euro-
pean countries also had their own space programmes,
which is still the case today. The effect of this was that
the industrial organizations in these countries were well
placed to serve as contractors for ESRO and ELDO,
because of their greater experience, as was confirmed
by the contracts that were given to these firms. In order
to obtain the experience necessary for effective contri-
bution to international space activities it therefore
appeared that a national space programme would also
be desirable for the Netherlands.

At about the same time it began to be apparent that
space technology had much to offer astronomy in the

Drs W. Bloemendal is the Director of Space Activities of Fokker-
VFW B.V., Amsterdam. Ir C. Kramer is with Philips Research
Laboratories, Eindhoven. Drs Bloemendal is the Project Manager
of the ANS project and Ir Kramer is the Chief Engineer.

way of completely new possibilities: with instruments
in satellites observations could be continued during
long periods of time outside the undesirable influences
of the Earth’s atmosphere. There was considerable
interest in these ideas in the Netherlands, a country
that has long occupied a prominent place in astronomy.
This could only partly have been satisfied by the limited
facilities offered for installing observing instruments on
board European or American satellites.

These incentives, which remain equally strong today,
led to the formation of a working group, in consultation
with the Ministries concerned, consisting of represent-
atives from astronomical groups and industrial firms.
There were representatives from the Departments of
Astronomy at the Universities of Groningen, Leiden
and Utrecht, from the industrial firms Fokker, Van der
Heem and Philips, and at the initial phase also from
the Netherlands Aero Space Laboratory (NLR). Two
separate proposals emerged from the deliberations of
the working group, both based on the same kind of
scheme. These proposals were formally presented in
July 1966; the astronomers presented their proposal
to the Minister of Education and Sciences, and their
industrial partners presented theirs to the Minister of
Economic Affairs. In each of the proposals a plan for
the technical realization of the project was included,
accompanied by a brief time scale and a cost estimate.
On the basis of these proposals and after positive
advice from NLR the industrial firms were asked by
the Netherlands Government to carry out a design
study. ’
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The astrophysical observation systems

The central place among the observation systems
to be carried by the satellite was taken by the equip-
ment from the University of Groningen. It is desired
to measure the brightness of a number of ‘very blue’
stars in the ultraviolet part of the spectrum, at five
wavelengths situated between 1500 and 3300 A. The
objective in this work is to extend the existing classi-
fication of stars, which for young hot stars is rather
uncertain, towards the ultraviolet. If such a classi-
fication is to be of genuine use measurement of a large
number of objects is necessary. The limiting sensitivity
of the equipment is therefore made equal to the tenth
magnitude. Faint stars of this type are mainly to be
found in the plane of the Milky Way. This requires
that the equipment should only have a small field of
view (2.5x2.5 minutes of arc) and should also be
aimed (‘pointed’) with corresponding accuracy.

The instrument consists of a Cassegrain telescope,
followed by a grating spectroscope, and contains five
photomultiplier tubes, which act as detectors. The
telescope plays an important subsidiary role in that it
produces, via a system of lenses and mirrors, an image
of the surroundings of the star being investigated on
the photocathode of a star sensor. As will be explained
later, this enables the reference of the attitude control
to be produced by the instrument itself, so that
alignment errors are largely eliminated. Since the full
aperture of the telescope is used for this purpose, this
is also the most sensitive way of obtaining the reference
signal.

The instruments from the University of Utrecht will
be used to measure the radiation from particular X-ray
sources. The equipment consists of two parts: one for
measurements in the wavelength range 44 to 55 A, and
the other for the ranges 2-4, 4-12 and 27-35 A. This
equipment can be used to detect faint X-ray sources;
the spectral distribution and the time dependence of
the strength of the radiation from these and other
known objects can be measured. The measurement of
time dependence — the investigation of the ‘pulsars’ —
is a completely new field, in which remarkable results
have already been achieved.

The American observation system to be mount-
ed in the satellite is being constructed by American
Science and Engineering (AS & E), who have designed
it in close cooperation with the Massachusetts Institute
of Technology (MIT). The objective is to perform
measurements similar to those of the Utrecht group,

¥ General Electric Co., Philadelphia, Pa., U.S.A., Valley Forge
Space Technology Center.

[*x*] National Aeronautics and Space Administration, Goddard
Space Flight Center, U.S.A. .

(11 A design study for an astronomical Netherlands satellite,
performed by the ANS Industrial Consortium.
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but in a different wavelength range (0,3-6 A), and it
will also be used to°detect a pair of particiilar spectrum
lines with the aid of a Bragg crystal. The existence of
X-ray sources in-the-universe was first discovered by
AS&E Scientists, ‘who are among the leaders in_this
field today. ’ '

The satellite

Ata véry early stage it had already beép decided that
the ANS would have to be launched by the smallest
available vehicle, the Scout, to keep the costs_of the
project within reasonable limits. This implied imme-
diately that severe limitations would have to be applied
to the design concerning mass and dim‘ensidnsf. Fzg 2
gives an impression- of the exterior of the satellite;
detailed drawings of the arrangement are shown in

fig. 3.

Fig. 2. The exterior of thesatellite.- The radiation ‘to'be measured
reaches the measurementsystems through:the openings at the top.
The :sqlar, panels can_ be seén. on the left and.the, right in the
deployed position. Between the!solar panels there is ‘an‘opening
through:which’light can reach the:soldr sénsors. The réds-under-
neath aré the .aerials. The maximum’ total.mass -will be about
130kg. » =0 ol Ll N Tl

. P P -
S e e L -
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Fig. 3. a)'Detailed arrangement of the Netherlands astronomical
satellite (ANS). I shield to keep out scattered light. 2 power-
supply control unit. 3 battery. 4 aerial coupling unit. 5 transmit-
ter. 6 analog-to-digital converter for magnetometer signals.
7 electronic unit for attitude control. 8 reaction wheel for y-axis.
9 command decoder. 10 telemetry unit. 1] receivers. 12 magnet
coil for y-direction. 13 data-processing circuit for soft X-ray
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radiation. I4 shield to keep out scattered light. 15 parabolic
mirror, part of the observation system for soft X-ray radiation
(44-55 A). 16 balance weight. 17 solar panel (deployed). 18 cable-
form. 19 solar sensors for x- and y-directions. 20 preamplifier for
small X-ray detector. 2] gas-feed system for small X-ray detector.
22 electronic unit for gas-feed system. 23 coarse solar sensor.
24 ‘yo-yo ring’ (see the article of note [2]). 25 aerial.
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Fig. 3. b) As for (a), but from the other side of the satellite.
I parabolic mirror, part of the observation system for soft X-ray
radiation (44-55 A). 2 magnetometer. 3 voltage regulator. 4 volt-
age converter. 5 electronic unit for instrument for measuring
ultraviolet radiation. 6 electronic unit of star sensor. 7 solar
panel. 8 electronic unit for operating explosive mechanisms. 9
computer, consisting of seven memory blocks and a central data
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"processor. 10 shield to keep out scattered light. 11 instrument for

measuring hard X-ray radiation (2-12 A). 12 preamplifier for
large X-ray detector. I3 collimator with transmission channels
grouped in honeycomb structure, part of instrument for soft
X-ray radiation. J4.detector. 15 gas-feed system for large X-ray
detector. 16 reaction wheel for z-axis. 17 horizon sensor. 18 bal-
ance weight. 19 yo-yo ring. 20 aerial. ’ :
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The nature of the experiments, the observation of a
large number of very faint stars, requires that the
satellite should be accurately oriented and that it
should be possible to alter its attitude easily. This is
best done by three-axis stabilization, but the high
directional accuracy required (1) is difficult to achieve
in a satellite of low weight and therefore low moment
of inertia. An acceptable solution that has been found
to this problem is to make the satellite describe a polar
orbit. For pointing the satellite, carrying out the meas-
urement programmes and processing and storing the
data obtained, it was found necessary to include a
small computer in the satellite. Since this computer
could only have a permitted weight of 16 mg per bit
and a volume of 20 mm3 per bit, it required tech-
nology then in advance of existing developments. The
required pointing accuracy obviously imposed very
difficult requirements on the sensors and actuators that
would have to be developed for the control functions.

The limited space in the nose cone of the rocket
(fig. 4) and the spin stabilization of the last stage re-
quire deployable solar-energy panels, while a system is
also required that will stop the rotation of the satellite
after it has separated from the propelling vehicle.

W. BLOEMENDAL and C. KRAMER
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Fig. 4. The satellite, as it will be mounted on the fourth stage of
the Scout vehicle in the nose cone. The solar panels are then fold-
ed in, and the openings at the top of the satellite (see fig. 2) are
covered by an ejectable dust cover.

Fig. 5. The orbital plane of the satellite follows the movement of the Earth around the Sun,
so that its normal always points towards the Sun. This keeps the satellite permanently in sun-
light. The situation at the beginning of the four seasons is shown. The launch will be made in

the summer (point L).

Finally, the vibrational forces that arise during
launching are largest of all in small rockets. This
imposed particularly difficult mechanical require-
ments on a small satellite of light construction that
would have to carry delicate instruments.

Choice of orbit; attitude control

As has already been pointed out, the pointing of the
observation equipment entails difficult requirements
for-the attitude control of the satellite. The Earth can-
not be used as the stable platform, as in a terrestrial
telescope, and the satellite must be pointed-with the
aid of optical references and using equipment for pro-
ducing control torques (21

The reference most easy to find from an orbit round
the Earth is the Sun. An attitude-control system has
therefore been chosen in which one axis is continuously
directed towards the Sun. Then not only is there a clear
attitude reference, but the solar cells are used in the
optimum way. A disadvantage is that objects can only
be observed if they are located in a plane perpendicular
to the-connecting line with the Sun. However, because
of the annual rotation of the Earth around the Sun this
plane rotates once per year, so that any object can
be observed within a period of six months.

It is clear that the attitude-control system adopted
can only operate if the satellite is in fact in sunlight and
does not lie in the shadow of the Earth. By choosing an
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orbit that lies above the poles of the Earth, it is possible
initially to remain outside the cone of shadow of the
Earth. If the orbit is exactly polar, however, the attitude
of its orbital plane is invariant with respect to the fixed
stars. Then, with the passage of time, the satellite
would arrive in the Earth’s shadow because of the
orbital movement of the Earth around the Sun. An
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chance of running into eclipse'; and on the other hand
it is desirable to make the height as small as possible to
give the maximum launched weight and the least back-
ground interference from charged particles.

Once the satellite has been placed in orbit and
aligned on the Sun, another reference object is neces-
sary to enable the satellite to be rotated about the axis

Fig. 6. Projection on the Earth’s surface of the ground path of the satellite on the first day
immediately after launching. As seen from the Earth, the orbital plane rotates with the Sun.
WTR the Western Test Range launching site in California. REDU the ground station (see
figs. 7 and 9). The circles indicate the region inside which radio contact is possible.

orbit is therefore chosen whose plane follows the
movement of the Earth around the Sun (figs. 5 and 6).
This is possible since the flattening of the Earth at the
poles causes a certain amount of rotation of the plane
of orbits that do not pass exactly over the poles. A
suitable choice of the inclination of the orbital plane
will give a situation in which the satellite remains out-
side the Earth’s shadow for longer than six months at
a time.

The height of the satellite in its orbit has been set at
500 kilometres. This value is a compromise. On one
hand it is desirable to make the height as large as
possible, to give-as long an orbital life as possible, a
large available time for ground contact, and a smaller

directed towards the Sun and into the correct attitude.
This is done by making use of the infrared radiation
from the Earth. A sensor with a small field of view
scans the plane perpendicular to the direction of the
Sun with a mirror rotating at 1 rev/s. In this way the
angle is determined between the direction in which the
telescopes are pointing and the two directions in which
the sensor sees the horizon — ‘rising’ and ‘falling’;
these data are fed to the onboard computer.

‘The satellite can be pointed with an accuracy better
than one degree with the horizon sensor. However, for

21 A more detailed treatment of the attitude-control system is
given in: P. van Otterloo, Attitude control for the Nether-
lands astranomical satellite (ANS); to appear shortly in
Philips Technical Review. :
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pointing at stars this accuracy is not sufficient. A
more accurate attitude control is not possible with a
horizon sensor because the infrared horizon does not
coincide with the optical horizon, but is located at a
variable height in the atmosphere (30 £ 3 km), and
also because the location of the satellite in its orbit is
not known in advance sufficiently accurately for this
purpose.

After the satellite has been pointed as well as possible
with the horizon sensor, further attitude information
is therefore obtained from a television camera tube of
the image-dissector type located at the focal plane of
the ultraviolet telescope. With this device the satellite
can be pointed at a reference point, the ‘guide-star’, to

- the desired accuracy. An advantage of this method is
that only those pointing errors arising in equipment
directly related to the star sensor are of significance,
whereas such effects as distortion in the telescope are
largely eliminated because they have a similar effect
on the guide-star and the object to be measured.

The attitude of the satellite is varied with the aid of
the reaction torques of three reaction wheels mounted
at right angles to one another and driven by motors.
All the data from the attitude sensors for fine control
are suppled to a computer, which calculates the torques
required from these data and from an observation pro-
gram stored in the computer [3]. Attitude control with
the aid of a computer has the advantage of consider-
able flexibility. Not only can control laws be applied
that would otherwise require the development of special
circuits, but corrections can also be made at a very late
stage, even during the flight itself, from the results
presented.

To prevent information stored in the computer from
being lost in the case of a temporary loss of power, the
memory is of the core-store type.

Processing the data

Regular radio contact with the satellite is necessary
both for supplying in turn the measurement program
blocks and also for retrieving the results of the meas-
. urements. The time that elapses between successive
contacts with ground control is determined by the orbit
selected and the number of ground stations. Except in
the immediate surroundings of the north or south
poles, there is no single location on the Earth from
which contact with the satellite would be possible
during each orbit. However, since the poles are not the
most suitable places for a ground station, in practice it
is only possible to make contact from a single station
at intervals of about twelvé hours. This means that
the satellite must be able to carry the measurement
programs for a period of at least twelve hours as well
as the results obtained in that period. Fig. 7 gives a
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schematic diagram of the way in which the information
flows between the satellite and the observers on the
ground.

The procedure is broadly as follows. For every
period of twelve hours a program suited to the opportu-
nities available to the equipment, the attitude and the
position of the satellite in its orbit is made at Utrecht,
with consultation between the three astronomical
groups. This program is transmitted to the European
Satellite Operation Centre (ESOC) at Darmstadt
(fig. 8). This is the centre from which the satellite will
be controiled, via a ground station located near the
village of Redu in the south of Belgium (fig. 9). At
Darmstadt the program is checked and coded so that
it can be entered into the memory of the onboard com-
puter, and real-time command instructions can be
added. Transmission between Darmstadt and Redu
is by cable data link, and the transmitter at Redu
operates on a frequency of 148 MHz (wavelength
about 2 m). When the satellite is passing over Redu it
is possible to transmit instructions that have to be
carried out by the satellite in real time in addition to
the instructions for storage in the computer. The satel-
lite transmits verification information back to the
ground about the signals it has received.

While the satellite is out of sight of the ground
station, its own transmitter sends out a 0.15 W signal
at a frequency of 137 MHz. This signal, which can also
be used for tracking the orbit, is modulated by a signal
of 128 bits/second that provides data about the state
of the satellite. At the same time the information
coming from the observation systems and the attitude-
control system is entered into the memory of the on-
board computer. Six blocks of 4096 words of 16 bits
are available for this function. A seventh block serves
as an operating memory and also contains the meas-
urement program. A cross-connection between the
onboard computer and the telemetry equipment allows
a small part of the ‘housekeeping’ information to be
stored in the computer, and allows a small part of the
results obtained to be transmitted. When the satellite
comes into direct view of the ground station, the trans-
mitting power is increased to 1.5 W and the information
rate to 4096 bits per second. The information stored in
the memories can then be transmitted to the ground.
The housekeeping information and the command-
instruction verification are interleaved with the mem-
ory read-out data. The quality of the signal is checked
immediately at the ground station, so that the satellite

181 A more detailed treatment of the onboard computer will be
given in: G. J. A. Arink, The onboard computer for the
Netherlands astronomical satellite; to appear shortly in
Philips Technical Review.
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Fig. 7. Schematic representation of the way in which information flows between ‘Earth’ and
the satellite. The programs to be carried out by the three observation systems in the next 12
hours are written at Utrecht and transmitted to the European Satellite Operation Centre
(ESOC) at Darmstadt (West Germany). Here they are checked and coded, and the command
instructions are added: The transmitter and receiver that maintain radio contact with the satel-
lite are located at Redu (Belgium). Communication between Darmstadtand Redu is by cable.
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(fig. 11). The day-to-day management of the project is
the responsibility of the Executive Coordination Com-
mittee (ECC). The two executive members of the
ICANS board both have seats on this committee, as
Project Manager and Chief Engineer, and so do the
two Dutch Experiment Managers. The meetings are
presided over by the Project Manager. The interests of
the Netherlands Government in the project are re-
presented by the Netherlands Agency for Aerospace
Programmes (NIVR); the programme is supervised

W. BLOEMENDAL and C. KRAMER
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responsibility of the Product Assurance Group, which
again includes a representative from each company.
The chairmen of these two groups report directly to
the Project Manager, and the representatives to the
Local Project Manager at their company.

It is of course impossible to include all the relation-
ships within such a complex organization in a simple
scheme. Activities such as ‘integration’ and ‘operations’
require some modification to the general approach, but
we cannot enter into a detailed discussion here.
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Fig. 10. Planning schedule for the complete programme of the project. The phase in which
investigations are made on models and the subsystems are developed and constructed is now

nearly completed.

by the ANS Supervising Director. Supervision of the
scientific side of the project is the responsibility of a
Project Scientist representing the Dutch. astronomers.
Both the Supervising Director and the Project Scientist
attend the meetings of the ECC. .

Within the ICANS organization the work is divided
up into a number of activities that coincide in general
with the subdivision of the satellite into subsystems.
These activities are shared among the cooperating
companies with each company producing one or more
subsystems. In each company, one man — the Local
Project Manager — is responsible for the coordination
of all the activities for ANS within that company. The
technical responsibility for this work is delegated to
Subsystem Managers at the company.

The most important lines of communication are
those from the Project Manager to the Local Project
Managers for planning and financial accounting, and
from the Chief Engineer to the Subsystem Managers
for technical problems.

The progress of the project is monitored by the Pro-
ject Control Group, on which each company has one
of its planners as a representative. In a similar way,
reliability and quality control of the satellite are the

Summary. In August 1974 a Scout space vehicle will be launched,
from the Western Test Range launching site in California, which
will put into orbit around the Earth a satellite made in the Nether-
lands and intended to carry out astronomical research. This
Netherlands astronomical satellite (ANS) has been designed and
is being constructed by the ANS Industrial Consortium (ICANS),
a partnership between Fokker-VFW and Philips, at the request of
the Netherlands Government. The satellite will carry three
observation systems, from the Universities of Groningen (meas-
urements on ‘very blue’ stars between 1500 and 3300 A) and
Utrecht (X-radiation from stars, 2-55 A), and also from AS & E
and MIT (Cambridge, Massachusetts; similar measurements,
0.3-6 A). A polar orbit will be used such that the satellite will
remain in continuous sunlight for at least six months. One of the
axes of the satellite will be permanently directed at the Sun;
searching for the objects to be measured will be done by rotating
the satellite about this axis. Contact with the ground will only
be possible once in 12 hours; this contact will be made from the
European Satellite Operation Centre (ESOC) at Darmstadt via a
station at Redu (Belgium). The instructions for the following
12 hours will then be fed into the memory of the onboard com-
puter, which directs the operations from then onwards, and if
required will send back the measured results at the next ground
contact.

Fig. 11. The organization linking the various groups participating
in the ANS project through the ANS Industrial Consortium
(ICANS). The significance of the abbreviations is as follows:
FOKKER: Fokker-VFW B.V., Amsterdam.

PRL: Philips Research Laboratories, Eindhoven.

PTI: Philips Telecommunication Industries, Hilversum.
HSA: Hollandse Signaalapparaten B.V., Hengelo.
VDH: Van der Heem Electronics B.V., Voorburg.
NLR: The Netherlands Aerospace Laboratory.
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skeleton the Saraga-Woollons criterion was again
used, but this time the prohibition was dropped,
enabling end points to be removed during the stripping
process.

At first sight the reason for this improvement of the
skeletons is not clear. Points that satisfy the Saraga-
Woollons criterion always have at least three neigh-
bours anyway (because of the condition #s > 2), and
can therefore never be end points. This means that
with the Saraga-Woollons criterion end points are
never marked and thus cannot be removed in the strip-
ping scan. The question whether or not end points may
be removed therefore seems irrelevant here. If we take
a closer look at what actually happens during the strip-
ping scan, however, we see that a marked point that
was not an end point during the marking scan can still
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upper three rows can simply be removed (unoccupied
positions are again marked with a 0). The first
points in the bottom row do not present any special
cases either, but if point my is removed point mg
becomes an end point, since it now has only one
occupied neighbouring position, a diagonal one. The
point mg is thus not removed, and its marking is can-
celled (fig. 21¢). In the marking scan of the second
thinning cycle, six of the remaining seven points are
marked, but not of course the end point that has just
appeared (fig. 21d). In the subsequent stripping scan
the first row again presents no special cases, but in the
second row none of the points may be removed, since
all of them are now break points. In the final state we
are then left with an arm of four points (fig. 21e),
which are left untouched by subsequent thinning cycles.

0 0 g 0 0 0 o 0 0 0

e 0 m m m 0 o 0 0 ¢

e 0 m m m 0 ¥ ¥ ¥ 0

o e 0 0 0 e 0 0 0 *
d e

Fig. 21. Skeletonization of part of a numeral, using the Saraga-Woollons criterion and maintaining the prohibition
on the removal of end points. @) Initial situation; the dots denote the occupied positions and the line indicates that
there are more occupied positions on the left, which are not dealt with here. b) Situation after the first marking scan.
¢) Situation after the first stripping scan; unoccupied positions are marked with a 0. During the stripping scan, me
became an end point at the moment that 1 was removed, so that mz can no longer be stripped. d) Situation after

the marking scan of the second thinning cycle; the end point just formed is not marked. €) Final situation; the lower
three marked points were break points and therefore had to be left during the stripping process. This configuration

is no longer affected by further thinning cycles.
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Fig. 22. The same situations as in fig. 21 but now during a thinning procedure in which the prohibition on the remov-
al of end points has been lifted. The point m2 can now be removed, and therefore so can the point /4 during the
second stripping scan, even though it became an end point at the moment that ms was removed. As a result, a
much shorter arm is left in the final state than in fig. 21.

become an end point during the stripping scan before
it reaches its turn to be stripped. Plainly, in this situa-
tion the removal of the prohibition does have a pro-
nounced effect. This is illustrated in figs. 21 and 22.
Fig. 21a shows part of the matrix of a numeral to
be skeletonized; the dots are the occupied positions
and' the line indicates that other parts of the character
are situated on the left of the dots. We now follow the
process during two thinning cycles in which the prohi-
bition on the removal of end points is maintained.
First the edge points are marked in accordance with
the Saraga-Woollohs criterion (fig. 215). During the
, subsequent stripping scan the marked points in the

Fig. 22a to e gives the same ‘instantaneous pictures’
as fig. 21 but now during two thinning cycles in which
the prohibition on the removal of end points has been
dropped. We see that the end point mg is now
removed (fig. 22¢). Because of this, when point ms is
removed in the second stripping scan (see fig. 22d),
point m4 becomes an end point. Nevertheless this
point is also removed when its turn arrives during the
stripping process, so that in the final state (fig. 22¢)
only two points are left over (these had to be left be-
cause they were both break points when their turn
arrived during the stripping scan). We see that the arm
remaining is shorter than in fig. 21, and that the figure
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now gives a better reflection of the original character
since it has lost the curvature at the end.

Excessive erosion

In the line scanning of the matrix there are two con-
figurations of occupied points where there is a danger
that complete arms of the original character will be
‘eaten away’ during skeletonization, causing the loss
of essential information. Fig. 23a gives one example of
this ‘excessive erosion’. It shows a vertical, smooth bar
with the thickness of two points, with an open end at
the top. This situation may be present in the original
character or may have arisen during the skeletonization.
During the marking scan all points of the bar are
marked as edge points in accordance with the Saraga-
Woollons criterion. In the subsequent stripping scan

o o 8|7|6
e o 1P 05
o o 2 03 o“
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Fig.23. a) Configuration of occupied points threatened by
‘excessive erosion’. In accordance with the Saraga-Woollons
criterion, all the points of the vertical bar are marked, and if no
protective measures are taken, they will all be removed during
the next stripping scan because they will never be break points
or loop points. &) To avoid excessive erosion, we check for each
point P that is removed whether only the neighbouring positions
3, 4 and 5 are occupied; if this is the case, any marking of the
point at position 5 is cancelled.

all these points would be removed in turn, since at the
moment when it is about to be removed none of these
points is a break point or a loop point.

To avoid this process of erosion a check is made
every time a point is removed during the stripping
process to find out whether the neighbouring positions
of the point are occupied in the way shown in fig. 23b.
If this is found to be the case, any marking of the point
at position 5 is cancelled, so that during the rest of the
stripping scan this point cannot be removed. In the
application of this procedure the marked points in the
left-hand column of the bar are all removed, but the
points on the right of the column are retained. In a
subsequent thinning cycle none of these points will then
satisfy the Saraga-Woollons criterion, so that the ori-
ginal configuration is represented in the skeleton by a
bar with a thickness of one point.

The second configuration in which excessive erosion
can occur is a horizontal bar with a thickness of two
points, which is open-ended on the left-hand side. It is
easy to show that the approach described above is also
adequate in this situation, although the residual bar is
then slightly bent at the end.

AUTOMATIC READING OF NUMERALS, II

135

‘Clean-up’ scan

If the thinning process is continued, using the
Saraga-Woollons criterion, until no further changes
occur, it may nevertheless happen that the result still
contains a few points that are neither end points, loop
points nor break points. The point P in fig. 24 is an
example. It is not an edge point in terms of the Saraga-
Woollons criterion; because of the condition ng > 2,
a point of this type always has at least three neigh-
bours, and P has only two. In subsequent thinning
cycles P will consequently not be marked and will
therefore not be removed, so that when the thinning
procedure finishes P will still be present. To remove
any such points the thinning process is always followed
by a single ‘clean-up’ scan. This is a scan that removes
all points that are neither end points, break points nor

Fig. 24. Example of a point that does not belong to the skeleton,
since it is not an end, break or loop point, but nevertheless is not
removed in the thinning procedure. Point P does not satisfy the
Saraga-Woollons criterion, which means that it is not marked
and therefore not stripped. To avoid such points, we end the
thinning procedure with a ‘clean-up’ scan, which removes all
points that are not end, break or loop points.

loop points when their turn arrives, and therefore it
removes P. The clean-up scan is thus not preceded by
a marking scan.

The use of a clean-up scan enables the number of
thinning cycles to be limited in advance, e.g. to three.
Even when the stage at which thinning causes no
further change has still not been reached after these
three cycles, a single clean-up scan produces a result
consisting exclusively of end, break and loop points,
i.e. a skeleton. This skeleton will not usually be very
different from the result of skeletonization carried right
through to the end.

Our thinning method works very well with the
Saraga-Woollons criterion and we have therefore used
it in the experiments described in part I of this article.
A more detailed analysis of the thinning process in our
later investigations has shown however that itis possible
to find other edge criteria that will give good skeletons.
We shall not pursue this further here [14],

[14] A forthcoming article in Philips Research.Reports will deal
in greater detail with some fundamental aspects of the
skeletonization process. L.
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The special points

In tracing the special points of the skeleton required
for our character-recognition method — the end points
and the fork points — every skeletal point is examined
to determine how many arms go out from it. If we
imagine the matrix positions occupied by a skeletal
point to be black and the others white, then the arms
extending from a point will be separated from each
other by as many white areas as there are arms. We

M. BEUN
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that the conclusion based on the black-to-white
transitions is correct in this case. A similar difference
is found with the right-hand neighbouring point in
fig. 25¢ and with all four neighbouring points in
fig. 25e. :

Fig. 26b presents the same configuration as in fig.
26a, but now the diagonal-neighbour connection is
made visible by a line. This figure makes it clear that
what we really have is not a fork point but a ‘branching
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Fig. 25. Examples of fork points. If we imagine the matrix positions occupied by a skeleton
point to be black, and the other positions white, the fork points can be detected by counting
the number of black-to-white transitions in a search of the eight neighbouring positions of the
point; this number is equal to the number of arms going out from that point. In the examples
given here, the same result would be obtained by counting the number of occupied neigh-
bouring positions of the point, but this method leads to errors in some other configurations.

now determine the number of arms by counting the
number of black-to-white transitions in a complete
search along the eight neighbouring positions of the
point in question (we can of course also count the
number of white-to-black transitions) [151. If this
number is one, then the point is an end point; if there
are two transitions, it is an ‘ordinary’ point. Three
transitions give a T-junction and four give a four-
junction. Four is the maximum, because the eight
neighbouring positions are then alternately black and
white. According to the definition of a fork point
given in part I, every T-junction is a fork point,
whereas a four-junction must be treated as two T-junc-
tions.

The simple method of determining fork points
described here nearly always yields the right result;
some examples are given in fig. 25. In all these cases
the more simple-minded method of taking the number
of arms as being equal to the number of neigh-
bouring positions occupied by a skeletal point would
also give the correct result. For certain other points,
however, this method fails. We can illustrate this
by considering the neighbouring position above the
central point in fig. 25¢; in fig. 26a this point is
taken as the central point. In a search of the neigh-
bouring positions here we count two black-to-white
transitions (conclusion: no fork point), but the point
has three occupied neighbouring positions (conclusion:
there must be a fork point after all). It is evident

cluster’ consisting of three points, from which three
arms or branches extend. A cluster like this is much
more difficult to handle than a simple fork point.
With this simple cluster the method of black-to-white
transitions automatically selects one of the three points
as the fork point (i.e. the central point in fig. 25¢) and
classifies the two others as ordinary points. However,
this method also fails when the branching cluster
consists of more than three points, as can be seen from
the example in fig. 27. The centre of the configuration
in this figure is formed by a cluster of four points with
four arms going out from it. A cluster of this kind may

P

a b

Fig. 26. a) Configuration in which the central point would wrong-
ly be classified as a fork point if the number of neighbouring
positions occupied by a skeleton point were to be used as a cri-
terion. It is correctly classified as an ‘ordinary’ point (it is in fact
the point above the central position in fig. 25¢) by counting the
number of black-to-white transitions in a search of the neigh-
bouring positions. &) The same configuration as in (@); the line
joining the three middle points shows that they form a ‘branching
cluster’. When the black-to-white transitions are counted only
one point of this cluster is classified as a fork point.
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remain after the thinning process, since the four points
are all break points. Each of the points has two black-
to-white transitions in its group of neighbours; in the
search for fork points they are all therefore classified
as ordinary points, which means that the cluster is not
detected.

Theoretically it is possible to construct even larger
branching clusters, which are also not affected by our
thinning procedure 6], but so far we have not found

Fig. 27. Configuration showing a branching cluster consisting of
four points. The method of counting the black-to-white transitions
also fails in this case; for each of the four points of the cluster we
only find two transitions, so that all these points would be classi-
fied as ordinary points. This error can be avoided by detecting
the four-point clusters separately, and then treating two of the
points as fork points and two as ordinary points.

(151 The method of counting black-to-white transitions to deter-
mine the number of arms was proposed by P. Reijnierse of
Philips Research Laboratories.

[16] This point will also be dealt with in the forthcoming article
(see note [14]).
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any in skeletons of numerals. Even a cluster of four
points, as shown in fig. 27, is extremely rare. For these
reasons we have used the method of black-to-white
transitions in our system of searching for fork points,
but we have extended the method with a procedure
for detecting four-point clusters. If such a cluster is
found, the points at the lower left and upper right are
then regarded as fork points, and the two others as
ordinary points.

Summary. This second part of the article explains in detail the
methods for skeletonizing a numeral and for identifying the end
points and fork points in the skeleton that are needed for recogni-
tion of the numeral. The skeletonization takes place in a number
of cycles; in each thinning cycle the matrix with the occupied and
unoccupied positions that represent the numeral are scanned
twice. During the first scan the edge points of the numeral are
marked (marking scan) and during the second scan the marked
points are removed if they are not break or end points (stripping
scan). Various measures are required to ensure that the skeleton
does not have ‘tails’ that have nothing to do with the basic shape
of the numeral. The choice of the criterion by which a point is
declared to be an edge point is very important. Good skeletons
are obtained with an edge criterion used by Saraga and Wool-
lons at Mullard Research Laboratories. The fork points are
easily traced by counting the number of black-to-white transitions
in a search of the eight neighbouring positions for each point.
If this number is one, two, three or four then the point is an end
point, an ordinary point, a T-junction or a four-junction respec-
tively. This method presents problems only if clusters of occupied
points remain after the stripping scan. Such clusters, which are
rare in skeletons of numerals, have to be separately detected and
can then be split into ordinary: fork points.
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Fig. 8. A siphon heated by heat-pipe action. A siphon of this
type can be used for transporting molten salts from vessel to
vessel without the danger of clogging because of solidification.
The evaporator section (on the left) is immersed in the liquid to
be transported, so that the siphon tube is automatically kept at
about the same temperature as the molten salt. The liquid flow is
caused by the pressure of compressed gas admitted to the reser-
voir vessel. The insulating material around the pipe is not shown.

clogging arising from solidification. We have made a
siphon of this type for the transport of molten lithium
fluoride. The working fluid is sodium and the envelope
is made of stainless steel.

Elsewhere the large heat-transfer capability of heat
pipes has been applied in quite different ways. Some
attempts have been made to cool electronic circuits and
components with heat-pipe systems [8, thus eliminat-
ing the need for metal cooling bars and other heat
sinks. Extensive use has also been made of heat pipes
in direct-energy-conversion systems (9],

Isothermal spaces

The temperature is almost the same at all points
inside a heat pipe. This feature arises because the
thermal resistances Rr-v and Ry-1. (see I, fig. 5) are
small, so that the temperature gradients are also small,
provided that the heat fluxes are not too excessive. A
heat pipe whose basic function is the creation of an
isothermal surface rather than the transport of large
quantities of heat is usually referred to as an isothermal
chamber. Such chambers are designed to have a mini-
mum of obstruction to the vapour flow, so that pres-
sure gradients in the vapour may be rapidly eliminated.
Inside an ideal isothermal chamber the liquid in the
wick is everywhere in equilibrium with its vapour. As
we have seen (I, page 108/9), it follows from the relation-
ship between the temperature and the pressure of the
saturated vapour that a small change in temperature of
the liquid in the wick can give rise to vapour flow to-
wards or away from other parts of the chamber, accom-
panied by condensation or evaporation of fluid and the
liberation or absorption of latent heat. This continues
until the temperature variation is eliminated. .
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Just how small the temperature differences in a heat
pipe are, even when it is not specially designed as an
isothermal chamber, is illustrated by fig. 9. The dia-
gram shows the temperature profile measured in the
vapour duct of a stainless-steel heat pipe of 1 cm diam-
eter. The working medium was sodium operating at a
vapour pressure of about one atmosphere, and hence
at a mean temperature of approximately 833 °C, the
boiling point of sodium. The temperature drop along
50 cm of the pipe, from the beginning of the evaporator
to the end of the condenser, is only a few degrees. (The
sharp drop in temperature at the very end of the con-
denser is associated with the presence of a non-conden-
sable gas in the heat pipe. We shall return to this subject
in the section dealing with variable-conductance heat

pipes.)

The dashed curve in fig. 9 is the temperature profile measured
after the introduction of a quantity of mercury into the system.
One effect of adding a second component to the working fluid
is evidently the loss of the spatial isothermality. However, the
behaviour of two-component systems is rather complicated, and
will not be discussed here.

The most important industrial application of iso-
thermal chambers is undoubtedly in ovens. A heat-pipe
oven generally consists of two concentric cylinders be-
tween which a heat-pipe process can operate. Heating
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Fig. 9. Temperature distribution in a sodlum-charged heat pipe.
The temperature T in the vapour duct is plotted against the dis-
tance x between the point in question and the input end of the
evaporator. It can be seen that the temperature drops only a few
degrees over a length of 50 cm. The abrupt drop at the end is
discussed in the final section of the article. The dashed line relates
to an experiment in which the pipe contained a second condens-
able liquid, mercury, as well as sodium.

[*1 Part I of this article appeared in Phlllps tech Rev. 33,
104-113, 1973 (No. 4).

(71 See for example: R. J. Meijer, Prospects of the Stirling
engine for vehicular propulsnon Philips tech Rev 31,
169-185, 1970.

8] C. H. Dutcher Jr. and M. R. Burke, Electronics 43, No. 4,

. 94, 16 Feb. 1970.

1 C. A. Busse, Proc. 4th Intersociety ' Energy Conversion

Engng. Conf., Washington D.C. 1969, p. 861.
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To minimize thermal creep in the oven, we employed
an oven like the one shown in cross-section in fig. 10c.
The oven consists of a thick-walled steel pipe (25/20
Cr-Ni steel) with channels drilled in the wall. Each
channel contains a wick, and each works as a heat pipe

in the radial direction. In this way all the channels to- -

gether contribute to the heat transfer from the outside
to the inside wall.

We adopted a similar solution for an oven in which
the sodium vapour pressure in the space between inside
and outside wall had to be much lower than the ambient
pressure. This was required to be some tens of atmos-
pheres for the sintering of optical fibres at a temperature
of about 800 °C. The oven was constructed from 18/8
Cr-Ni steel and grooves were cut in the inside wall.
These ensured that even if both walls were pressed
together by the external pressure, the result would in
fact be the cross-section shown in fig. 10c, and the heat-
pipe function could still continue in the space left by
the grooves.

Heat-flux transformers

The surface areas of the evaporation and condenser
sections of a heat pipe need not be the same. Because
of this a heat flux may be transformed from a higher
to a lower value, or vice versa, since of course the total
heat-transport rate has the same value at evaporator
and condenser. This useful feature arises because the
rates of evaporation and condensation are determined
primarily by local conditions, the most important one
being the difference AP between the pressure of the
vapour and the saturation value. As we saw in I
(page 109) this depends on the heat flux ¢ and is
given by:

g = AP L (M/2zRT)*.

Since this relation holds equally for evaporation and
condensation processes, the ratio of the heat flux at the
evaporator to the heat flux at the condenser — the
‘transformation ratio’ — is:

gs/gc = APg/APq,

where the subscripts E and C refer to the evaporator
and condenser sections respectively.

Since the total heat transport is the same at evap-
orator and condenser, we have:

Q = Aggr = Acqgo-

If the Clausius-Clapeyron equation is now used to
relate pressure and temperature differences, we may
write for the limit in which these differences are small:

gu/qc = APg[AP¢ = ATg/AT¢= Ac/Ar = Rr-v/Rv-1.
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Since the flux-transformation ratio is equal to the ratio
of two pressure differences, it may have a very large
value even when the individual pressure differences are
themselves small compared with the mean vapour pres-
sure in the heat pipe. . .

This particular feature of heat-pipe systems is being
exploited in several systems currently under develop-
ment at Philips Research Laboratories. In this way it is
possible to provide a Stirling engine with a heat-pipe
flux transformer between the burner and the heater
head. This will enable the heat-transfer surface on the
burner side (the evaporator) to be much larger than
that of the engine-heater pipes on which the working
medium will condense.

Fig. 11 shows an experimental indirect heating sys-
tem fitted to a Stirling engine. The heat pipe uses
sodium as the working medium and operates at a mean
temperature of 730 °C, transporting heat at an average
rate of about 25 kW.

In the test arrangement in fig. 7 the heating is elec-
trical, but in the engine itself the system is heated by
atomized diesel fuel, resulting in a mean combustion-
gas temperature of 1600 °C. Heat is transferred to the
working medium of the heat pipe at an average rate
of about 14 W/cm2. The sodium vapour flows through
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Fig. 11. Indirect heating system for a Stirling enginein which a so-
dium-charged heat pipe HP operates as a heat-flux transfornier.
Combustion gases deliver their heat to the heat pipe via a large
surface (small heat flux), but this transfers the heat to the engine
via a much smaller surface area (large heat flux). Cy! cylinder,
R regenerator and H heater pipes of the engine. W gauze wick.

F fuel atomizer. CC combustion ‘chamber. A air-inlet. G com-
bustion gases. . . C
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sum of the resistances associated: with the condenser
section. As before, the temperature.drop in the-vapour
duct is accounted for by a thermal resistance. Ryv. It
will be evident that Rg is inversely proportional to the
area of the evaporator, and Rc inversely proportional
to the area of the surface where the condensation oc-
curs.

We now consider the case of a heat pipe delivering
an amount of heat Q to a heat sink at a fixed tempera-
ture (fig. 13). The temperature drops ATg,v,c in the
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of the vapour duct are small. The first canbe achieved
by having a large‘condenser area, or by ensuring that
the liquid in the w1ck and also the envelope material
have a high thermal.conductlwty

We now consider a situation in which thé condenser
resistance Rg depends~_1n ‘one way or another-on the
amount of heat transpbrted 0, and we shall see what
the relationship should be to obtain the highest possible
ternperature sensitivity. It is easnly shown that the
thermal response is now given by:
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Fig. 13. The extent to which the mean temperature Tvm in the vapour duct varies with the
heat flow Q can be considerably reduced by designing the condenser section in such a way
that its total thermal resistance Rc¢ (see fig. 4: Rc = Rw(c) + REnv(c) + REnv-s) de-
creases as Q increases, and is at a minimum when Rc is inversely proportional to Q.
Rx thermal resistance of evaporator. Ry thermal resistance of vapour duct. ATEg,v,c

temperature drop across Rg,v,c.

heat pipe across each of these three resistances can then
be written as three lumped thermal resistances:

ATe = QRm; ATv = QRv; ATc¢c= QRc.

Now suppose that the heat transported by the pipe
is increased by an amount AQ while all the thermal
resistances remain constant. The accompanying change
in the mean temperature of the vapour (see fig. 13)
will then be given by:

dTym = dAT¢ + % dATyw,
and the ‘thermal response’ of the heat pipe by:
dTvm/dQ = dATG/dQ + } dATv/dQ = Re + 4Rv.
Thé temperature sensitivity is the reciprocal of this
quantity, i.e.

dQ/dTvm = (Rc + %Rv)™.

A high temperature sensitivity is thus obtained when
the thermal resistance of the condenser section and that

dTvm/dQ = dATc/dQ + % dATy/dQ =
= Ro(Q) + Q dRc/dQ + ERv.

The lowest value of the thermal response is 3Ry and
is reached when Rc(Q) =—Q0dRc¢/dQ, or when
R¢ = Ro/Q, where Ry is a constant. The maximum
value of the temperature sensitivity is therefore:

dQ/dTvym = 2/Rv
and the temperature drop in the condenser is:
AT¢ = QRc(Q) =

This is the situation shown at the bottom of fig. 13.
The derivative dAT¢/dQ is zero here, which implies
that the heat flux in the condenser is independent of
the total heat transported by the pipe. In practice this
situation will only be encountered if the effective part
of the condenser surface area can be varied propor-
tionately to the total heat transported.

‘We shall now discuss the method of obtaining a con-

Ro = constant.
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The sodium condenses continuously and is recycled to
the evaporator area via the wick.

The position of the heat front in the horizontal arm
is determined primarily by the area required to radiate
the excess power input. As we noted earlier, the liquid
behind the heat front in the wick is everywhere in equi-
librium with its vapour, and since there are only very
small pressure differences the chamber wall acquires
almost the same temperature everywhere. The volume
of the buffer vessel B is made sufficiently large to ensure
that a change in the heat supply to the chamber Ch
causes very little change of pressure, and therefore does
not give rise to any appreciable change of temperature.
The temperature of the wall of Ch in contact with the
sample drifts less than 1 °C per hour.
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Fig. 19. Thermal characteristics of the isothermal chamber of
the equipment shown in fig. 18, recorded by means of four ther-
mocouples located in the upper plate.

a) Position of the four thermocouples, indicated by the num-
bers 1-4.

b) Temperature variation at the location I during warm-up
measured at six different initial gas pressures.

¢) Temperature differences between the location I and the three
others, plotted against the mean chamber. temperature at which
the measurements were made.
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Fig. 19 shows some of the results obtained. The
measurements were made with the aid of four thermo-
couples located at the positions marked I-4 in fig. 19a.
The warm-up characteristics of the chamber (fig. 19b)
were monitored by thermocouple I for various values
of the buffer-gas pressure. It can be seen that the top-
plate temperature rises at first until after about 5 min-
utes the vapour pressure is equal to that of the buffer
gas; no further temperature change is then recorded.

After this state has been reached, the temperature
gradients in the plate are generally less than 0.5 °C/cm,
as the curves in fig. 19¢ show. This figure shows the
temperature differences existing between the various
thermocouples, for various temperatures between
730 °C and 875 °C. The maxima of these differences
barely exceed one degree.

The examples discussed above show that the high
temperature sensitivity that can be obtained for a gas-
buffered heat pipe can lead to improved solutions to
many problems both in scientific instrumentation and
in manufacturing processes.

In this article we have tried to give an outline of the
principles underlying the operation of heat pipes, and
we have discussed some applications in which the
emphasis was placed on those principles and features
that make the heat pipe so useful. When the four
characteristic features of heat pipes considered here are
taken together, it is clear that devices based on them
pose a formidable challenge to many of the existing
methods of heat transportation, heat distribution and
temperature control.

Summary. This part of the article discusses examples of heat-pipe
systems that function as transporters of heat (in Stirling-engine
experiments and in a siphon for the transfer of molten salts),
as an isothermal space (black-body radiator, ovens, isothermal
inserts for ovens, operating at both high and low vapour pres-
sures) and as heat-flux transformers (in a Stirling-engine heating
system using combustion gases and in a rotating anode for X-ray
tubes). When a non-condensable inert gas is added to the working
medium in a heat-pipe system, the thermal resistance of the con-
denser can be made to depend on the quantity of heat Q trans-
ported along the pipe, thus considerably reducing the extent to
which the mean temperature of the vapour varies with Q (tem-
perature sensitivity). This reduction depends on the volume of
a buffer space connected with the condenser section. In a gas-
buffered heat pipe the vapour compresses the gas into the buffer
space and the adjoining part of the condenser section, so that
this part of the condenser section takes no part in the heat-pipe
process. The position of the vapour/gas interface moves as the
heat flow varies. The article discusses an application of this
principle in an equipment for measuring the thermal conductivity
of insulating materials.

ERRATUM. In Part I of the above article, Philips tech. Rev. 33, 1973 (No. 4), the upper
equation in the left-hand column of p. 110 should read: APv = 4nvgl/(Lgvrv?).
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A simple model for alloys

A. R. Miedema

I. Rules for the alloying behaviour of transition metals

II. The influence of ionicity on the stability and other
physical properties of alloys "}

Reliable rules for the alloying behaviour of metals have long been sought. There is the
qualitative rule that states that the greater the difference in the electronegativity of two
metals, the greater the heat of formation — and hence the stability. Then there is the
Hume-Rothery rule, which states that two metals that differ by more than 15%, in their
atomic radius will not form solid solutions. This rule can only be used reliably (90%,
success) to predict poor solubility; it cannot predict good solubility. The author has
proposed a simple atomic model, which is empirical like the other two rules, but never-
theless has a clear physical basis and predicts the alloying behaviour of transition metals
accurately in 98 %, of cases. The model is very suitable for graphical presentation of the

data and is therefore easy to use in practice.

I. Rules for the alloying behaviour of transition metals

Introduction

The fusion of two metals can lead to widely different
results. In some instances fusion is in fact not possible
because the metals in the molten state refuse to mix at
any reasonable temperature, rather like oil and water.
Examples of such an immiscible system of two metals
are iron and lead and iron and bismuth. It may also
happen that the two metals are miscible as liquids but
not in the solid phase. When silver and copper are
melted together, the result after cooling is a eutectic
mixture of silver (with a few per cent of copper dis-
solved in it) and copper (with a small proportion of dis-
solved silver). A third possibility is that the two metals
may readily form intermetallic compounds. The alloy-
ing of nickel with titanium produces compounds with
a crystal structure that differs from that of both Ni and
Ti. Just which compound is obtained depends on the
atomic ratio in which Ni and Ti were alloyed. During

Dr A. R. Miedema is with PhilipsuResearch'Laboratories, Eind-
hoven. :

the formation of an intermetallic compound a great
deal of heat may be released, and indeed the alloying of
two metals — Hf and Pt — has caused an explosion [1],

Are there any rules that could be used to predict the
alloying behaviour or reactivity of two metals with
some degree of certainty ? Some rules have indeed been
proposed in the past. For example, it has been stated
in the literature [21[3] that two metals more readily
form intermetallic compounds the more they differ in
their electronegativit)ﬁ.

Electronegativity is a frequently used term in in-
organic chemistry, and was introduced by Linus
Pauling. In principle, electronegativity is a measure of

[*1 Part II will appear in the next issue.

(11 L. Brewer, Acta metall. 15, 553, 1967.

21 'W. Hume-Rothery, in: Phase stability in metals and alloys
(ed. P. S. Rudman, J. Stringer and R. I, Jaffee), McGraw-
Hill, New York 1967, p. 3.

131 0. Kubaschewski, E. L1. Evans and C. B. Alcock, Metal-
lurgical thermochemistry, 4th edition, Pergamon, Oxford
1967. )
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the affinity of a particular chemical element for elec-
trons. Strongly electronegative elements tend to form
" negativeions (oxygen and fluorine), and the less electro-
negative elements tend to form positive ions in chemical

~ compounds. Thus the electronegativity of metallic ele-’

ments can be measured in terms of their reactivity to
oxygen, for example. The weakly electronegative metals
form stable, ionic oxides; the reactions are strongly ex-
othermic, i.e. the heat of formation is strongly negative.
The more electronegative (noble) metals, on the other
hand, differ less from oxygen in their electronegativity:
the oxides of these metals are not very stable.

When two metals of distinctly different electronegativ-
. ity are melted together, the result may be expected to
- be a somewhat ‘ionic’ alloy. The alloy AB, formed from
the metals A and B, can be described as A+AZ B-Z,
where AZ indicates the charge transfer per atom and
can have an arbitrary value (which does not necessarily
have to be an integer). The greater the difference in
electronegativity between the metals A and B, the larger
is the value of AZ, and the greater therefore will be the
heat of formation and the stability of the alloy.

This is illustrated in fig. I by a comparison of the
phase diagram of Ca and Ag with that of Ca and Au.
The two phase diagrams closely resemble one another
and show a number of intermetallic compounds; the
melting points of the Ca-Au compounds, however, are
always substantially higher than those of the corre-
sponding Ca-Ag compounds. This agrees with the dif-
ference in electronegativity: Ca is the least electro-
negative element of the three, and Au the most electro-
negative, so that the Ca-Au system yields more stable
compounds with higher melting temperatures. Another
example is given in fig. 2. In the Au-Pb system two
compounds occur that do not exist in the Ag-Pb system
‘pecause of the small difference in electronegativity

Au
- 1000°C > AuCa
T Ca
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B \‘ AgCa
k 600
400 .
i i ] 1 ! ! I
0 20. 40 . 80 &80 100%
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Fig. 1. Comparison of the phase diagrams of calcium and silver
with that of calcium and gold. The greater difference in electro-
negativity between Ca and Au leads to relatively higher melting
‘points (after W. Hume-Rothery [21).
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between Ag and Pb. A similar situation is encountered
when the phase diagrams of Au and Ag with Ga, Sn,
Bi, Ta, V and Cu are compared.

Although metallurgists are generally agreed that the
difference in electronegativity is an important factor in
determining whether or not two metals will alloy, it is
not easy to derive any quantitative rule from this, firstly
because electronegativity is certainly not the only factor
involved, and secondly because it is not clear from
which physico-chemical properties the electronegativity
can best be deduced. There are various scales 4-71 for
the electronegativity of the elements, in which more
than one value is occasionally given for one element,
depending on the valency. (What then is the valency
of a metal?) The various scales agree in general terms,
but there are some significant differences in detail.
Electronegativity remains in any case a somewhat
vague concept, which is never encountered in more
physical descriptions of metals.
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Fig. 2. Comparison of the phase diagrams Ag-Pb and Au-Pb.
Because of the minimal difference in electronegativity between
Ag and Pb, two compounds are not found in the system Ag-Pb
that do occur in the system-Au-Pb.
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Another rule that says something about the alloy-
ing of metals is known as the Hume-Rothery rule.
This states that two metals that differ by more than
15% in their atomic radius will not form solid solu-
tions. Atoms differing considerably in size will not
readily form a mixed crystal (e.g. a phase with the face-
centred cubic, body-centred cubic or hexagonal close-
packed structure [*] in which the atoms are statistically
distributed among the lattice sites), but can of course be
accommodated in an intermetallic compound, in which
the different metal atoms occupy crystal sites that are
not equivalent. The 15 % rule explains, for example, why
Fe and Bi do not mix (the atomic volumes differ by
a factor of 3) or why the two f.c.c. metals Cuand Agdo
not easily dissolve in one another (Cu is much smaller
than Ag). An extensive study of the applicability of the
159 rule, made from all the binary phase diagrams-
known in 1962 was carried out by J.T.Waber et al. (8],
They defined the solubility of metal A in metal B as
good if it was greater than a fixed value which they took
to be 5 at%;, and poor if it was less than this value. The
analysis given by Waber et al. showed that the rule was
quite effective when it was a matter of predicting the
poor solubility of two metals (out of 619 cases of poor
solubility 559 were correctly predicted, i.e. 90%), but
that it was useless for predicting good solubility (out of
804 cases 403 were correctly predicted, i.e. 50 %). Waber
et al. also showed that the prediction of solid solubil-
ities can be improved by combining the electronegativity
factor with the difference in atomic size (the size factor).

—»/‘12

They used a rule that was formulated in principle by
L. S. Darken and R. W. Gurry. The basic postulate is
that two metals do not dissolve in one another if the
size factor is too large, or if the difference in electro-
negativity is too large. If the electronegativity difference
is too large there is'a chance of intermetallic compounds
forming, which will compete in stability with the solid
solution, and thus reduce the solubility. This leads to a
simple geometrical method (fig. 3) of predicting by
inspection whether or not the various metals will dis-
solve in a particular matrix metal (in fig. 3 this is Fe).
Two parameters — the electronegativity and the atomic
radius — have been applied for each metal, so that each
element corresponds to a point in fig. 3. The rule postu-
lated by Waber et al. now becomes: metals that are
readily soluble in Fe lie by definition within the ellipse
that has Fe as the centre-point, whose horizontal axis
corresponds to a 159 difference in atomic radius and
whose vertical axis corresponds to a difference of
0.4 units in electronegativity. The metals that do not
dissolve well in Fe lie outside the ellipse. This rule has

(41 L. Pauling, The nature of the chemical bond, 3rd edition,
Cornell Univ. Press, Ithaca 1960.

(51 'W.Gordy and W.J. O. Thomas, J. chem. Phys. 24, 439, 1956.

8} E. Teatum, K. A. Gschneidner Jr. and J. T. Waber, U.S.
Atomic Energy Comm. Rept. LA-2345 (Los Alamos Sci.
Lab.), 1960.

{71 R. T. Sanderson, Inorganic chemistry, Reinhold, New York
1967, p. 78.

81 J, T. Waber, K. Gschneidner Jr., A. C. Larson and M. Y.
Prince, Trans. Metall. Soc. AIME 227, 717, 1963. ’

[*1  The abbreviations f.c.c., b.c.c. and h.c.p. will be used in the
rest of the article.
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given a success rate of 77 % in predicting whether me-
tals dissolve in one another or not.

The difficulties inherent in the Darken and Gurry
method are evident from fig. 3. What is the best value
for the electronegativity of a metal? What is the best
parameter for expressing the size of atoms ? The atomic
radius as used in fig. 3 — taken as the value that
would be found in a crystal with f.c.c. or h.c.p. struc-
ture — is a relatively arbitrary measure. A more fun-
damental objection is that a prediction with a probabil-
ity of 77 %, is still far from satisfactory, and in practical
cases does not offer adequate certainty. What is more,
failure to dissolve is not the same as failure to alloy.
No indication is given as to how it could be possible
for two metals that do not differ in atomic size, but do
differ in electronegativity, not to be capable of forming
an alloy (either solid solutions or compounds), as has
been observed for Mg and Zr.

In this article a simple atomic model will be intro-
duced 9 that leads to rules for predicting the alloying
of two metals with a certainty of about 98 %,. Although
the model is essentially empirical, it does have a physic-

al background, and the two parameters to be introduced

have a distinct physical meaning. The consequences
go further than the formulation of rules for the pre-
diction of alloying behaviour. This-will become evident
when we later come to consider the work functions of
pure metals and quantities such as the magnetic proper-
ties of the alloys of transition metals.

The model

The essential starting point of the model used here
is that the concept of individual atoms remains of
significance for alloys. This differs from the usual
theoretical treatment of metals, in which the starting
point is a lattice of positive ions surrounded by a ‘sea’
of electrons. For pure metals it is customary to assign
to each lattice point an atomic cell whose shape is such

-that all the atomic (Wigner-Seitz) cells'together fill the
entire space. In the case of an element with a simple
cubic crystal structure the Wigner-Seitz cells will be
cubes; in the two-dimensional example given in fig. 4a
the atoms of metals A and B are represented as squares.
It has been shown theoretically for pure metals that the
shape of the atomic cell has little effect on the bond
energy of a metal as long as the volume of the cell does
not change. This means that in fact the crystal structure
assumed by a metallic element is not very relevant to
the bond energy (by which*is meant the latent heat of
vaporization at absolute zero). We see therefore that
various metals can generally assume more ‘than one
crystal structure as a function for example of tempera-
ture or pressure (allotropy).

"Philips tech. Rev. 33, No. 6
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Fig. 4. Model for metals (a) and alloys (). The alloy AB is con-
sidered to be built up from atomic cells that resemble those of
the pure metals A and B. Equalization of the chemical potential
for electrons gives rise to electron transfer, involving some change
of volume (c). Transfer takes place from B to A.

As can be seen from fig. 4, it is assumed in the model

that the atomic cells of A and B in the alloy closely

resemble, as a first-order approximation, the cells of
the two metals as separate elements. Although the
shape has to be altered slightly, since otherwise the
cells for the alloy AB (fig. 4b) would not take up the
entire space, there is no change in the two atomic
volumes, so that the energy effect need not be taken
into account.

We shall now deal with two effects that correct the
‘construction’ of an alloy as just described. In general
the chemical potential for electrons, @*, will not be
equal in the atomic cells A and B. This cannot remain
so. Some electron transfer will take place from the cells
with the relatively high chemical potential (B) to the
sites with the lower, more favourable chemical poten-
tial (A atoms), in which process the cells B will decrease
slightly in volume while the cells A will become bigger
(fig. 4c). This transfer of electrons will always reduce
the energy of the system. A contribution would there-
fore be expected to the heat of formation — i.e. at
T = 0 the formation enthalpy AH of the alloy — which
depends on the difference A®* in chemical poten-
tial for the two metals and which will always be nega-
tive. In a series expansion in A®* the first term will
therefore be negative and proportional to (A®P¥)2.

A second correction to be made is connected with the
fact that there must be no discontinuities in the density
of the electrons (i.e: the number of electrons per unit
volume). When the atomic cells of the pure metals A
and B are combined to form an alloy, the electron den-
sity nws at the boundary of a cell A will not generally
be equal to that at the boundary of a cell B. This dis-
continuity should be eliminated. It is possible to do



Philips tech. Rev. 33, No. 6

this by compressing the cell with the lower density and
letting the cell with the higher density increase in vol-
ume. Since the original atomic volume of the metals
A and B corresponded to an energy minimum, any
change makes a positive contribution to the heat of
formation of the alloy. One may expect a contribution
to AH that will depend on the difference in the density
of electrons at the boundary of the two atomic cells,
Anws, and this will always be positive. In a series expan-
sion in powers of Anws the first term is therefore
positive and proportional to (Anws)2.

The model, as outlined in principle in fig. 4, results
in the following prediction for the heat of formation
of alloys:

AH = f(c) [~Pe(AD*)? + Q(Anws)?], 0]

where f(c) is a still unspecified function of the concen-
tration of the metals, e is the electronic charge, while
P and Q are assumed to be constants.

If P and Q are in fact constants, the model and equa-
tion (1) are undoubtedly simple. A problem immediate-
ly encountered concerns the values to be given to the
parameters @* and nws for a given metal. Another
problem is to compile experimental values of AH for a
large number of metal systems to enable an extensive
study of the validity of equation (1) to be made. These
problems will be discussed below.

It could be that making the two chemical potentials equal and
smoothing out the discontinuity in the electron density are not
independent effects. In that case a term proportional to A@*Anws
could be added to equation (1). In practice this mixing term is
not found. It is evidently very small, and we have therefore
neglected it for the sake of convenience.

The parameters ®* and nws

Until now @* has been introduced as the chemical
potential for electrons in an atomic cell. In more physi-
cal terms @* could also be said to correspond to the
position of the Fermi level in an absolute energy scale,
e.g. with respect to vacuum. If a piece of metal one
atomic cell in size still possessed the properties of a
macroscopic piece of metal, it would be a straightfor-
ward matter to identify A®* with the contact-potential
difference for the two pure metals A and B. In other
words, AD* would be the same as A®D, the difference
between the work functions of the two metals. We shall
try out this possibility, assuming that ®* = @ 4 0.5V,
amargin already present as an uncertainty in the experi-
mental value for @. It would also have been possible
to take the electronegativity as a measure of @*, since
the concepts of electron affinity and chemical potential
for electrons approximately coincide. The difference is
not very great, as can be seen in fig. 5, where @ is
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plotted against the electronegativity X in Pauling’s
scale for a number of metals. However, @ seems pre-
ferable since it is a measurable physical quantity that
can be expressed in well defined units.

How can a value be obtained for nws, the electron
density at the boundary of the Wigner-Seitz cell of pure
metals? For the alkali metals this is quite a simple

‘matter. It may be assumed that the conduction elec-

trons (one per atom) are fairly uniformly distributed in
the bulk of the crystal. The density at the boundary of
an atomic cell is then equal to the average density of
one electron per atomic volume. The density nws for
the simple polyvalent metals, the group of non-transi-
tion metals, can also be calculated by theoretical
methods. It may be assumed that the charge distribu-
tion inside an Al crystal, for example, will not differ
much from that obtained as a superposition of the
charge distributions around free Al atoms in the crystal

6V

Al

'Zn
O
Bes~Ga"oln o,

1 -1 i
7 1.5 2
Xpauling

25

Fig. 5. Relation between the work function of a number of pure
metals, @, and the electronegativity, X, in Linus Pauling’s scale:
The work function agrees best with the electronegativity scale 9*,
which is the scale preferred for our approach.

structure formed by Al as a solid (f.c.c. lattice, molar
volume 10 cm?). A reliable theoretical value can be
calculated for the charge distribution around free atoms
and consequently also for the superposition. Since the
density at the boundary of the Wigner-Seitz cell is not
everywhere the same, an average value is taken for nws.

. It remains to see how the value of nws can be deter-
mined for transition metals. In their case it is no longer
correct to treat the charge distribution in the metallic
crystal as a superposition of the charge distribution of
free atoms. It is necessary to resort to an empirical
relation that connects the parameter nws with the com-
pressibility of a metal. It seems reasonable to suppose
that a metal in which the electron density between the

[91  See also'A. R. Miedema, F. R. de Boer and P. F. de Chatel,
J. Physics F (in the press). A more extensive treatment of
the model will be found in: A. R. Miedema, J. less-common
Met. 32, 115, 1973 and A. R. Miedema, J. Physics F (in
the press). )
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atoms is low will be more easily compressible than a
metal in which this density is high. Fig. 6 gives the
empirical relation found for all simple metals, for which
nws can be theoretically calculated as outlined above.
It is found that a linear relationship exists between nws

and (KVm)~3, where KX is the compressibility and Vm .

the molar volume. The graph also gives theoretical
values for Cu and Fe (obtained from band structure
calculations adjusted to be self-consistent) and a second
value for Al, which was derived from experiments rela-
ting to small-angle X-ray scatter. Fig. 6 suggests that
(KVm)~* should be a good linear measure of nws. We
shall take this as our starting point in determining
values of aws for transition metals.

Demonstration of the applicability of the model

To check the validity of equation (1) we need quan-
titative information about AH for a large number of
binary systems. To begin with we shall confine ourselves
to 27 transition metals, i.e. eight metals from the 3d
group, eight from the 4d group, eight from the 5d group
and three 6d metals (see fig. 7). In the 5d metals the
rare-earth metals are represented by La. The 27 metals
infig. 7 together form 27 X 26/2, i.e. 351 binary systems.
Quantitative data on the heat of formation are available
only for a few of these. We do, however, know the sign
of AH in nearly all cases. For those binary systems in
which intermetallic compounds are formed (or a phase
with a crystal structure differing from that of the pri-
mary elements) that are found to be stable at low tem-
peratures, it can be said with a fairly high degree of
certainty that AH will be negative. However, in systems
in which no intermetallic compounds are formed, and
in which the mutual solubility is also small (e.g. less
than 10 %), it may fairly safely be assumed that AH will
be positive. :

If equation (1) gives a correct description of the
energy effect in alloys, then the difference in @* for the
two metals in binary systems where AH is negative
must be relatively large compared with the difference
in nws. If, on the other hand, AH is positive, the reverse
should be the case. Fig. 8 and Table I show that this
reasoning does in fact hold good. Each point in fig. 8
represents a binary system characterized by A®* and
Anws. A minus sign indicates a system with negative
AH, a plus sign a system with positive AH. It can be
seen that a straight line may be drawn to correspond
to A®* (in volts) = 0.48 nws (in density units), so that
for nearly all minus signs we have A®*/Anws > 0.48,
and for all plus signs AD*/Anwg < 0.48. (One density
unit — abbreviated sometimes to d.u. — corresponds
approximately to 6 x 10?2 electrons per cm?3.)

Apart from the groups of systems for which AH as
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Fig. 6. Empirical relation between the product of the compres-
sibility K and the molar volume Vm of pure metals and the
theoretically calculated value for non-transition metals for the
electron density at the boundary of the atomic cell, nws. Each
point represents one metal; all non-transition metals are included.
The three points for Cu, Fe and Al derive from another source
(see text). The solid line corresponds to a linear relationship
between (K¥Vm)~t and nw s. The abbreviation a.u. stands for
‘atomic unit’; 1 a.u. = 0.572A.

defined above has the plus or minus sign, there is of
course another possibility to be considered. There will
certainly be binary systems in which no compounds
occur, and yet in which at least one of the two solubili-
ties is greater than 10 at%. In these systems AH is
neither distinctly positive nor distinctly negative. Our
model indicates that AH must therefore be in the region
of zero. This turns out to be the case: the circles repre-
senting these systems in fig. 8 are mainly concentrated
near the origin. In view of the square terms P(A®*)2
and Q(Anws)?in equation (1), AH will not differ greatly
from zero when both A®* and Anws are small. A dis-
tinction is also made in fig. 8 between open and closed
circles. The closed circles correspond to systems where
the solubility at high temperature is greater than 109
but decreases steeply at low temperature. In these
systems AH is probably small but positive.

Sc Ti 4 Cr Mn Fe Co Ni
3.0 4 | 425 | 4.65 | 475 | 4.93 | 51 | 535

14 Zr Nb Mo Tc Ru RA Pd
295 | 315 | 4.0 | 465 | 53 | 555 | 54 | 575

La Hf Ta w Re Os Ir Pt
2.8 33 405 48 56 | 555 | 555 | 555

Th U Pu
305 | 4.2 | 335

Fig. 7. The 27 transition metals considered in this section, ar-
ranged in their order in the periodic system. The numbers give the
values of @* (in volts) that are relevant to the treatment of the
magnetic properties of transition metals, discussed in Part II.
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Fig. 8. Demonstrating the usefulness -

of equation (1). Each point corre-

sponds to a system of two transition
metals that can be characterized by

AQ* and Anws. The magnitude of

Anws is expressed in density units

(d.u.); 1 d.u. isequivalent to 6 X 1022

electrons per cm3.

— Intermetallic compounds are
present (or a stable third phase);
AH is therefore negative.

+ No compounds occur, and the
mutual solubility is smaller than
10 at%; AH positive.

O There are no stable compounds,
but the solubility on at least one
side of the phase diagram is
greater than 10 at %.

® No stable compounds, solubility
at high temperature greater than
10 at?%, but not at low tempera-
ture.

Ad*

The result for alloys of transition metals provides
immediately convincing confirmation of equation (1)
for the heat of formation, and thus of the model as
well. The slope of the straight line in fig. 8 gives the
ratio of the two constants P and Q.

Table I. The electronegativity parameter @* and the electron
density at the boundary of the atomic cell, nws, for 27 transition
metals. @* is derived from the work function @ (see text), and
the electron density is derived from the compressibility and the
molar volume of the pure metals. A unit of density (d.u.) corre-
sponds to (KVm)~# = 102 kgl/2 cm~%2, and is approximately
equal to 6 X 1022 electrons per cm3,

Element o* . nws Element o* nws
: (volts) (d.u) (volts) (d.u)

Sc 3.0 1.7 La 2.8 1.0
Ti 34 3.2 Hf 33 29
A\ 4.25 4.4 Ta 4,05 4.3
Cr 4.65 5.2 w 4.8 5.9
Mn 4.75 5.1 Re 5.6 6.5
Fe 4.93 5.5 Os 5.55 6.7
Co 5.1 5.4 Ir 5.55 6.5
Ni 5.35 5.4 Pt 5.55 5.6
Y 2.95 1.4
Zr 3.15 2.5 Th 3.05 1.7
Nb 4.0 4.0 U 4.2 4.1
Mo 4,65 5.5 Pu 3.35 22
Tc 5.3 5.9
Ru 5.55 6.5
Rh 54 5.7
Pd 5.75 4.5

3 4
— Anws

I
5d.u.

For completeness we shall outline here the procedure by which
the parameters @* and nws were finally determined. A start was
made by drawing a graph like the one in fig. 8, using @* = @
and nws o (KVm)~%. At that moment the correlation between
the sign of AH and AD* or Anws was clearly present, but not so
clearly as in the final fig. 8, since there were still a number of mi-
nus signsin the positive area and plus signs in the negative area.
Next, @* was allowed to differ slightly from @ to see if this
improved the correlation. A change in the value of @* for a
particular element causes a displacement of all points in fig. 8
that correspond to systems based on that element. By this process
of trial and error the final, almost perfect correlation in fig. 8
was reached. For three metals (Mn, U, Fe) it was necessary to
choose a value for nws that differed sligthy from the experimental
values of (KVm)~%.

The final values for @* still closely resemble the
experimental values found for the work function, as
can be seen in fig. 9, where the solid line corresponds
to @* = @. The open circles are the results obtained
from the best correlation for fig. 8, plotted against re-
cent experimentalvalues reported by D. E. Eastman {101,
Relatively marked deviations between @* and @ are
found for Ti, Zr, Hf (&* much lower than @) and Mn.

Fig. 8 leads to the following simple rules for the
metallurgical behaviour of transition metals in terms
of the parameters @* and nws from Table I:

{101 D, E. Eastman, Phys. Rev. B 2, 1, 1970.
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A.When AD* > 0.48 Anws, two metals readily alloy;
this implies either that compounds exist in the system
or that at least one of the solubilities is greater than
109 (240 cases with only one exception).

B. When A®* < 0.48 Anws for two transition metals,
there are then no intermetallic compounds or ordered
phases (105 cases, 4 exceptions).

These statements can also be reversed as follows:

A’. When intermetallic compounds (or ordered phases)
occur in a binary system of transition metals, then
AD* > 0.48 Anws (210 cases, 4 exceptions).
B’. When two transition metals do not alloy, i.e. when
there are no compounds and the mutual solubility
remains below 10 at%, then A®* < 0.48 Anws (65
cases, one exception). :

Tt can be seen that the predictions obtainable with
these rules, which in fact put the problem in a slightly
different way from that found with the Hume-
Rothery rule or the Darken and Gurry method dis-
cussed in the introduction, have an exceptionally high
degree of probability. An interesting consequence of
the rules is that it is now fairly straightforward to make
predictions about the alloying behaviour of the missing
6d metals. It is sufficient to estimate, measure or define
two parameters (as illustrated below for hydrogen), one
approximately equal to the work function, and the other
connected with the compressibility of the metal.

Although equation (1) and a list of @* and nws
values for the transition metals could obviously be used
to give accurate rules for alloying behaviour, one or
two questions remain. Is the description unambiguous?
Is the freedom left in the choice of @* so large that it
will always be possible to find a good fit, even when the
model on which equation (1) is based is not in itself
correct? To learn something about the physical mean-
ing of the @* values obtained, an attempt has already
been made in fig. 9 to see how far the relationship be-
tween @* and @ has been maintained ; another possibil-
ity is that of extending the system of 27 transition
metals by adding other metals. If we find that, without
further adjustment of the @* and nws values compiled,
there is a clear correlation between the alloying behav-
jour of transition metals with that of the ‘other metals’,
our confidence in the @* values of Table I will be
increased.

In fig. I0a the alloying of the 27 transition metals
with Cu, Ag and Au is examined. If ®* and nws are
assigned values close to the experimental values of 0]
and (KVm)~* for pure Cu, Ag and Au, a distinct cor-
relation is again found between the sign of the heat of
formation and the magnitude of A®*/Anws. In fig. 10a
a straight line can easily be drawn separating the posi-
tive AH values from the negative ones. The slope of the
line differs slightly from that in fig. 8: Q/P = 0.255

A. R. MIEDEMA
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(eV/d.u.)2 and Q/P = 0.23 (eV/d.u.)? respectively.
In fig. 10a one minus sign is clearly in the wrong place
(Cu-Mn- lies in the positive region) and there is
one plus sign wrong (Cu-Ta). There is no information
available on the phase diagrams of Cu, Ag or Au with
Tc or for Ag-Os. In these four cases the prediction on
the grounds of fig. 10a is that there are no alloys (AH is
positive). ‘

34
5_.
9
4—
3.—.
2._
1 1 I L L

2 3 4 5

———>¢*
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Fig. 9. Comparison between the parameter recommended here
for the electronegativity of a metallic element, @*, and experi-
mental values for the work function @.

O transition metals | Experimental values given by D. E.

® Cu, Ag, Au Eastman [10],

v Li, Ca, Sr Experimental values given by

A Al, Ga, In, Sn, Pb, Sb, Bi} H. B. Michaelson [11] and V. S.
Fomenko [12],

Table II. Values for the electronegativity parameter @* and the
electron density at the boundary of the Wigner-Seitz cell for a
number of non-transition metals. The experimental values of @
are averages of values taken from review articles by H. B.
Michaelson [11], V. S. Fomenko [12] and D. E. Eastman [19], The
density parameter is taken to be proportional to the experimental
value of (KVm)~%, which can be calculated on the basis of tables
given by K. A. Gschneidner 1131,

Element o* Deoxp nws 10~2(KVm)~ ¥
(volts) | (volts) (d.u.) (kg!/2 cm~5/2)
Li 2.65 2.4 0.95 0.95
Ca 2.55 2.75 0.75 0.77
Sr 245 2.35 0.6 0.59
Al 4.0 4.0 2.7 2.72
Ga 3.9 3.95 2.2 2.21
In 3.8 3.8 1.6 1.63
Tl 3.95 3.9 1.4 1.45
Sn 4.0 4.2 1.9 1.84
Pb 3.9 4.0 1.6 1.55
Sb 3.75 4.1 1.5 1.46
Bi 3.9 4.3 1.2 1.23
Cu 4.6 4.65 3.8 4.3
Ag 4.4 4.0 3.2 3.2
Au 5.1 5.1 4.3 4.15
Mg 34 3.5 1.6 1.61
H 5.0 4.6
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Fig. 10b shows an analysis of the phase diagrams

based on Li, Ca or Sr with 30 transition metals (now .

including Cu, Ag, or Au). There are now a fairly large
number of phase diagrams about which no information
is available (12 based on Li, 12 with Ca and 19 with Sr).
Those that are available again show a good correlation
with the A®* and Anws values; as can be seen in
Table IT and fig. 10, the values for @* and nws of these
three metals are almost identical with the expefimental
values. The straight line in fig. 10b corresponds to
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Q/P = 0.27 (eV/d.u.)?, thus again to a value somewhat
higher than the previous two. It can be seen that the -
extension of our original system of 27 metals to 33
does not require any further adjustment of the original-
ly chosen @* and nws values.

It is now possible to make a prediction about alloying
or non-alloying for all binary systems based on Li, Ca
and Sr about which no information is yet available. We
can also do this for Ba and the heavier alkali metals
Na, K, Rb and Cs, in which case the information al-

4V

4V

Cu, Ag, Au

Li,Ca,Sr

5du. 0

1
60’.u‘.7

1 2 3 4 5
' ——= Anys

Fig. 10. The sign of AH for alloys of Cu, Ag, Au (left) and Li, Ca, Sr (right) with 27 transi-

tion metals.
— Stable compounds.

-+ Eutectic with mutual solubility less than 10 at%.

O No compounds, solubility greater than 10 at%.

® No compounds, solubility greater than 10 at %, but AH is nevertheless positive. (AH was
determined calorimetrically for low solubility at low temperature.)

-O-No compounds, solubility greater than 10 at%. Measured values are also given for AH,

which has the negative sign.

T
|

20V -

4 5
—_— Anws
Fig. 11. Analysis of binary phase diagrams, based on one tran-
sition metal with Al, Ga, In, Tl, Sn, Pb, Sb or Bi. The case of
no compounds occurring when one of the solubilities is greater
than 10 at9%; is not found.

— Stable compounds.
+ No compounds and mutual solubility less than 10 at%.
X No information on the phase diagram available.

6du

ready available on the alloying behaviour with the 30
transition metals becomes gradually smaller. The limit-
ed information available seems to suggest that a cor-
relation like that of fig. 10 is fully maintained, but that
the slope of the straight line continues to increase slight-
ly in the series Na, K, Rb, Cs (the ratio P/Q changes
and is not constant as it is between the 27 transition
metals). ’ ’

Fig. 11 analyses the alloying behaviour of the same
27 transition metals with the trivalent, tetravalent and
pentavalent non-transition metals Al, Ga, In, TI, Sn,
Pb, Sb and Bi. The minus signs here indicate that
there are compounds, the plus signs that there are no
compounds and little mutual solubility, and the crosses
that no phase diagram is known.

[111 H. B. Michaelson, J. appl. Phys. 21, 536, 1950.

(121 V. S. Fomenko, Handbook of thermo-ionic properties,
Plenum Press, New York 1966. .

[13] K. A. Gschneidner Jr., Solid State Physics 16, 275, 1964.




158 A.R. MIEDEMA

If again reasonable .values are assumed for @* (i.e.
values that do not differ much from @), and using ex-
perimental values for (KVm)~* as a measure of nws, a
clear correlation is once again found between the heat
of formation and A®*, Anws. There is an important
difference from the foregoing, however. Equation (1)
no longer appears to apply. It remains possible to draw
a line separating the region with predominantly nega-
tive AH values from a region with purely positive AH
values and unknown phase diagrams, but this line is no
longer a straight one through the origin. The solid curve
in fig. 11 relates to the simplest modification of equa-
tion (1) that corresponds to the results — the cor-
relation found after the addition of a negative constant:

AH = f(¢) [—Pe(AD*)% + Q(Anws)®— R]. (2)

The parabola in fig. 11 relates to Q/P = 0.175
(eV/d.u.)2 and R/P = 1.36 eV2. In this figure there are
three minus signs in the positive region (Mn-Bi, Mn-Sb
and Ir-Pb) and five plus signs in the negative region
(Co-Pb, Ni-Pb, Re-Sn, Nb-TI and Ni-TI). The number
of systems on which no information is available is 31.
For 17 of these we can state positively whether they
will or will not alloy; see Table I1.

The extra negative contribution to the energy of the
alloy, as found here for alloys of transition metals with
non-transition metals whose conduction electrons have

a distinct p character, is not known from the theory.

However, the exceptionally large negative heat of solu-
tion of the rare-earth metals in molten tin (—60 kcal
per gram atom) has earlier been considered a very
surprising result.

It seems likely that the energy effect arises from more effective
mixing (hybridization) of the wave functions of d electrons with
p wave functions for the transition metals when they are asso-
ciated with typical p metals in one alloy. What is surprising,
however, is that this negative contribution should be approxi-
mately a constant that is virtually independent of which particular
transition metal is alloyed with which particular p electron metal.
The constant R represents a considerable contribution, as will
later be shown (for dilute alloys R corresponds to a heat of
solution of approximately 1 eV/at = 23 kcal/gram atom).

Visual presentation

It will meanwhile have become clear why the divalent
metals Mg, Zn, Cd and Hg have not been considered
along with the group of trivalent to pentavalent non-
transition metals. Whether or not the energy term that
corresponds to the constant R makes a contribution
depends on whether or not these metals are alloyed with
metals that are more strongly electronegative. When
Mg is alloyed with, for example, Pd, Rh or Nij, it loses
electrons and becomes a member of the group Cu, Ag,
Au, Li, Na and K owing to the strongly ionic character
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Table III. Predictions relating to the alloying of transition metals
with trivalent or higher valency non-transition metals in cases
for which no experimental information is yet available.

Prediction: Prediction: no compounds
compounds and low solubility
Pb-Hf Bi-Tc TI-Mo
TI-Hf Bi-Ta TI-Ru
Bi-Hf Bi-Re TI-Cr
Definite Pu-Sb Sb-W TI-W
In-W TI-Re
Pb-Os Tl-Ir
TI-Os
Sb-Re TI-V
Sb-Tc TI-Tc
TI-Rh Tl-Ta
Probable In-Re
In-Tc
Sn-Tc

of the alloy. It is not possible to gain ionic energy while
at the same time preserving the energy contribution
connected with the presence of p electrons.

Let us examine this with the aid of fig. 12. Each
metal is given a place in this figure determined by its
@* and nws values. If equation (1), without the extra
constant R, were valid for Mg alloys, then it ought to
be possible to separate the elements that do not alloy
with Mg from the elements that do by drawing two
symmetrical, straight lines, since |A®*| = a| Anws|
gives two straight lines. The metals in the upper and
lower sectors should alloy well with Mg, whereas those
in the left- and right-hand sectors should give a simple
eutectic. Fig. 12 shows that the procedure gives excel-
lent results; there is only one exception, the system
Mg-Pu, in which compounds occur in spite of the
almost identical @*. The conclusion is that there might
well be an extra energy term for Mg alloys, but that
it is not large enough to stabilize compounds of Mg
with Zr, Ti or Hf.

In fig. 13 the procedure outlined for Mg is applied to
three other cases. First it is applied to Au as a base
metal to illustrate how the correlations found in this
article can be used in practice. If the two lines corre-
sponding tofig. 10a are drawn through Au as the origin,
we see that one metal lies in the upper sector (Pd) and
a large number in the lower sector. With all these metals
Au forms intermetallic compounds or ordered super-
structures, except with Ag, but a negative value for AH
has in fact been measured calorimetrically in the system
Ag-Au. For all metals in the right-hand sector AH
should be positive. For Au-Pt and Au-Ni the value of
AH is small, so that at high temperatures there may yet
be full solubility. In the case of Au with Ru, Os, Ir, Re,
etc. the mutual solubility is very small and there are no
compounds. At the lower limit there is again some solu-
bility in the case of Au-Mo (much more than in the case
of Au-W), while Au again forms compounds with Cr.
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Fig. 12. Survey of the alloying behaviour of Mg. The minus sign
indicates that intermetallic compounds with Mg exist, the plus
sign means that no stable alloys are known. There is no infor-
mation about Tc, Ru, Os, Re, Cr and Ta. When the values
@* = 3.4V and nws = 1.6 d.u. are assigned to Mg (i.e. virtually
theexperimental values), itis seen that A H is given by equation (1).
The lines | A®*| = a| Anws| separate the metals that alloy well
with Mg (upper and lower sectors) from the metals that do not
(left- and right-hand sectors).
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Fig. 13. Survey of the alloying behaviour of a large number of
metals with respect to Au, H and Al. The lines through Au and H
correspond to |A®*| = a|Anws|. The two lines that indicate
where AH is zero for transition metals alloyed with Al form
two parabolae (in accordance with equation 2), one of which
- falls outside the figure on the left.

—————— AH =0 with respect to hydrogen metal
—————— AH =0 with respect.to Au

......... AH = 0 with respect to Al, for transition metals.
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The only exception is in the left-hand sector: Au-Bi,
which, like Au-Tl, ought not to form compounds but
in fact does. The attractive feature of fig. 13 is that it
shows at a glance the alloying behaviour of gold, which
in itself is of course very well known.

A useful application is found in the metallization
problem in semiconductor technology. In the finishing
of semiconductor devices it is important that vapour-
deposited gold layers that are in contact with other
metals should not form intermetallic compounds with
them, although some solubility is desirable to give
adhesion. In fig. 13 it can be seen that Mo and also W
would be a good choice here.

In the metallization problem it is also important to
know which metals do not react strongly with Al. To
demonstrate this visually for Al with transition metals
we must draw not two straight lines, but two parabolae
around Al as the centre-point. It is seen that Al alloys
well with all transition metals that lie in the now inter-
connected upper and lower regions, and in accordance
with the known facts (Al forms compounds with all
the transition metals) there is not a single transition
metal in the left- or right-hand sectors (the left-hand
parabola falls outside fig. 13). The question that may
now be asked is: with which transition metals are the
compounds least stable ? That is, which transition metals
would be least reactive with Al? Fig. 13 provides the
answer: in the first place W, then Mo, so that it has
now been established that the combination Al-Mo-Au
or Al-W-Au would be attractive in connection with the
metallization problem.

Finally, it is worth pointing out that the two-param-
eter model can also clarify the reactivity of hydrogen
with respect to the transition metals. The formation of
a metallic hydride can be pictured as taking place in
two steps. First, molecular hydrogen is converted into
metallic hydrogen (at the expense of an energy amount-
ing to some kcal per gram atom of H). After this,
metallic hydrogen will alloy just like any other metal.
Equation (1) would then be expected to apply for the
heat of formation of the alloy, since this equation
also gives a good description of the alloying of Li or Au.
The question is: can values of nws and @* be assigned
to hydrogen metal such that the alloying behaviour of
hydrogen fits in the picture outlined ? The confirmatory
answer is again given in fig. 13, were for hydrogen
we take @* = 5.0V and nws = 4.6 d.u. In accord-
ance with the experimental data we find negative heats
of formation for the alloying of H with Pd (in the upper

_ sector) and with U,'V, Nb, Ta, Pu, Zr, Hf, Ti, Th, Sc, Y

and the metals of the rare-earth group in the lower
sector. The borderline cases Mn and Cr (heat of forma-
tion almost zero) also agree with the model, the only
exception being Pt. An important consequence of the
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analysis presented here is.that, in the stable hydrides,
hydrogen is the electropositive element only in the
system Pd-H. For: all other binary systems there can
be little doubt that hydrogen acts as the more electro-
negative metal, which accepts electrons. S

To summarize the main arguments of this first part
of the article, we can say first that the two main con-
tributions to the heat of -formation of alloys of two
metals are made by a negative term, connected with
the difference in the electronegativity of the two metals,
and a positive term that corresponds to the difference
in electron density at the boundary of the atomic cell
in’ these metals. .

+ The proof that these contributions are not only pres-
ent for alloys of two transition metals, but are also
sufficient for determining whether two metals will alloy
or not, is obtained from the ability to formulate rules
for the alloying behaviour that allow predictions to be
made with an exceptionally high degree of certainty.
For alloys of .transition metals with polyvalent non-
transition metals, a third contribution to the alloying
energy has been found that does not depend on which
transition metal is alloyed with which p metal. In all
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this the size of the atoms plays no part. It only becomes
important when it is a question of determining whether
two metals can form solid.solutions; it is not relevant
to the question of whether stable alloys exist.

The recommended values for the electronegativity of
metallic elements correspond closely to the experimen-
tal values found for the work function of pure metals.

Summary. Reliable rules have long been sought for the alloying
behaviour of metals. There is the qualitative rule that states that
the more two metals differ in electronegativity (a rather vague
concept), the greater the heat of formation of the alloy and thus
its stability. There is also the Hume-Rothery rule, which
states that two metals differing by more than 15 % in their atomic
radius will not form solid solutions. This rule can only be used
to predict poor solubility (90 % reliability), it will not predict good

*solubility. In this article a simple atomic model is presented,

which although empirical like the other rules nevertheless has
a clear physical basis” and predicts the alloying behaviour of
transition metals correctly in 98 % of cases. In this model there
aretwo contributions that determine theheat of formation: a nega-
tive one, connected with the difference in electronegativity — this
quantity must be taken as proportional to the experimental value
of the work function — and a positive one, corresponding to the
difference in electron density at the boundary of the atomic cells
of the metals. For alloys of transition metals with polyvalent
non-transition metals there is also a third contribution to the
heat of formation, which is independent of which transition metal
is alloyed with which p metal. None of this is affected by the
atomic size; this is only of significance in deciding whether two
metals are able to form solid solutions, and not whether stable
alloys exist.
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_ Attitude control for the
Netherlands astronomical satellite (ANS)

P. van Otterloo

This second article on the Netherlands astronomical satellite (ANS) deals with the
attitude-control system. Astronomers who wish to make measurements on what are vir-
tually point sources require their telescopes to be aimed extremely accurately. To satisfy
those requirements the satellite has been equipped with a control system whose accuracy
and flexibility put ANS in the forefront of modern space technique. The secret lies in the
the digital processing of the data, by software in an onboard computer instead of using

specific hardware.

Purpose of attitude control and how it works

In most astronomical investigations, whether from
the Earth or from space, the accurate and constant
aiming or ‘pointing’ of the observation equipment at the
object under study is a first prerequisite. This is clearly
reflected in the equipment of the astronomical satellite
ANS (“Astronomische Nederlandse Satelliet”). The intro-
ductory article 11 on the ANS project characterizes the
satellite as a relatively comprehensiv'e package of
astronomical observation equipment with a refined,
locally operating and flexible service system, whose
main task is the automatic control of attitude for
pointing the astronomical instruments. It was stated
in the earlier article that the maximum total mass of
the satellite would be about 130 kg, and the construc-
tion therefore was to be kept particularly simple. For
this reason the sensors for the attitude control, the

deployed solar panels and the astronomical equipment

are rigidly connected with the frame of the satellite,
without any possibility of relative movement. Mechan-
ical restrictions of this type do not of course make
attitude control and operational aspects any easier.
Another restriction is that the mass of the attitude-
control equipment should be no more than the 15.5 kg,
permitted in the ‘mass balance’ schedule for the
satellite.

The control follows a sequence consisting of ten
operating modes. Fig. I shows a number of these
modes, which are completed after separation of the
last launching stage. The first is the ‘despin’ mode,
which takes place in two steps, to eliminate a rapid
rotation (180 rpm) originating from the launching
* vehicle. Next the satellite takes up a position such that

Ir P. van Otterloo is with Philips Research Laboratories, Eind-
hoven, and is Local Project Manager for ANS.

its solar panels are oriented perpendicular to the line
connecting it to the Sun. This is followed by a mode in
which the sky is scanned in a circular arc in a search
for an object to be observed. In the scanning mode the
satellite slowly rotates about the axis constantly direct-
ed towards the Sun. Finally the attitude-control system
ensures that the instruments are kept permanently
pointed at the object (fine pointing).

The attitude control is effected by means of an auto-
matic control loop, in which a number of sensors
regularly measure the attitude of satellite and obser-
vation equipment and report this to an onboard digital
computer (2], After comparison of the measured atti-
tude data with the desired values (or setpoints), the
computer sets actuators in operation to carry out any
corrections required [31. The purpose of the attitude-
control system is in fact twofold. On one hand it has to
point the astronomical instruments in certain directions
or at certain stars on receipt of commands from the
onboard computer and to keep the instruments point-
ed; and on the other hand it has to allow the satellite
to take up a position such that both of its solar panels
continuously receive the maximum amount of sunlight,
since otherwise the power supply could become insuf-
ficient.

The procedure of pointing the satellite at the Sun is
preceded by a ‘Sun-acquisition’ phase, in which the
satellite looks for the Sun. During Sun acquisition the

111 W, Bloemendal and C. Kramer, The Netherlands astro-
nomical satellite (ANS), Philips tech. Rev. 33, 117-129, 1973
(No. 5).

(21 G. J. A. Arink, The onboard computer for the Netherlands
astronomical satellite (ANS), to be publlshed in a forthcom-
ing issue of this journal.

[8] Separate articles on the sensors and actuators will be pub-
lished later in this journal.
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scope, which means that there are then no alignment
problems. .

Since the X-ray detectors are aligned with respect to
the telescope, the detection and tracking of the objects
under investigation can take place in the same way
with two guide stars via the telescope. An extra feature
in the design of the attitude-control system is that a
source of sufficiently sard X-radiation can be tracked
directly by means of the output signal of the X-ray
detector, and not by making use of guide stars. The
X-ray detector is fitted with a collimator that defines a
sufficiently sharp direction for pointing.

During the six months in which the satellite is
operational the z-axis of ANS rotates through an angle
of 180 degrees. Because of this the possibility of observ-
ing an object in the celestial sphere is limited to one
particular day, which is the day on which the plane
perpendicular to the z-axis contains the object in
question. Furthermore, during any revolution around
the Earth no more than 30 minutes of astronomical
observations can be made on the same object. Other-
wise sunlight reflected from the Earth would penetrate
the telescope; scattered light upsets both attitude con-
trol and observations as soon as the angle between the
local vertical and the optical axis of the telescope is
more than 75°. A time of 30 minutes is too short for
certain observations, such as those for determining the
frequency of intensity fluctuations in the X-ray emis-
sion from pulsars [11. Observations of this type have to
be repeated in a number of successive revolutions, and
this is only feasible if the attitude-control system com-
pensates the simultaneous slight shift of the z-axis, so
that the plane perpendicular to it continues to contain
the source. A refinement has been built into the system
for this purpose; it allows stabilized misalignments of
the positive z-axis to be programmed from the Earth,
up to a maximum of 0.7° (offset facility). This enables
observations to be made on the same object during
some twenty successive orbits. The specified average
accuracy with which the z-axis is to be pointed at the
Sun is normally 0.01°.

The actuators

Three types of actuator have been chosen for making

- corrections to the attitude and movements of the
satellite. The initial spin due to the launcher will be
stopped by a ‘yo-yo’. This actuator consists in principle
of two auxiliary masses fixed to the satellite, which fly
out shortly after separation of the last launcher stage,
each mass being attached to a taut release line a few
metres long (fig. 4). The auxiliary masses exert an op-
posing torque until the satellite has lost nearly all its
spin. When the release lines come into the radial posi-
tion they automatically become detached (if this did
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not happen the angular momentum carried by the
auxiliary masses would be returned to the satellite).
The yo-yo is thus used once only, and therefore more
actuators are needed.

N

2’ 7’
O- 2 ! 1+ O

Fig. 4. Dlagram of the ‘yo-yo’ despin system, which reduces the
initial spin rate of the satellite (180 rpm) to about 2 or 3 Ipm.
The system is carried on a ring located below the base plate of
the satellite frame; this ensures that the release lines function
freely. The yo-yo comes into operation as soon as a gunllotlne
mechanism cuts a connectmg line that holds the yo-yo masses in
place. The guillotine is controlled by a time switch that starts
when the satellite separates from the last stage of the launcher.
The masses and the length of the release lines are given values
such that the initial spin has just reached zero (w = 0) when the
lines have completely unwound.

The second actuator is a magnetic ‘torquer’, consist-
ing of three air-cored coils (fig. 5), mounted at right
angles to each other in the satellite. These coils can be
energized independently of one another, under the
supervision of the attitude- control logic, which will be
discussed in the section dealing with the complete con-
trol system. The interaction’ between the coils and the
local magnetic field of the Earth makes it possible to
exert a variable torque in such a way as to change the
angular momentum of the satellite. This facility is
subject to limitations, however, since no torque can
of course be generated to provide a rotation with the

41 See for example: J. P. Reinhoudt, A flywheel for stablhzmg
space vehicles, Philips tech. Rev. 30, 2-6, 1969.
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Fig. 10. @) The horizon sensor. This is located on the side of the
satellite facing away from the Sun. The plane mirror M rotates at
an angle of 45° about the z-axis, so that the sensor has a field of
view of 360° in the x,y-plane. The germanium lens L concentrates
the received radiation on the temperature-dependent resistor R.
At an abrupt change in R the position of the mirror is read out.
Mo motor. Total power required 1 W.

b) Pointing the x-axis with the aid of the horizon sensor. The
z-axis (perpendicular to the plane of the drawing) points towards
the Sun. The horizon sensor detects the horizon in two directions,
and the onboard computer calculates the angle y between the
x-axis and the local vertical from the angles « and 8. The latitude
angle J establishes the position of the satellite with respect to the
Earth’s equator Eg.
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fig. 12) which looks through the Cassegrain telescope of
the ultraviolet observation system[1], The star sensor is
a camera tube of the image-dissector type. It consists of
an electron-optical image scanner (using a photo-
cathode) followed by a diaphragm behind which is
located a multiplier section. The tube combines the
required sensitivity with an absence of any significant
storage effect. This feature is necessary, otherwise slight
movements of the satellite would cause a blurred pic-
ture. Radiation entering the telescope at a small angle
to the optical axis is imaged on the photocathode of
the camera tube. (The radiation entering parallel to
the optical axis is the radiation investigated in the
astronomical measurements.) To detect and track an

* object the onboard computer compares the information

received from the camera tube with its own data on two
guide stars, and from this calculates the control signal
that is needed. The attitude-control system then
manoeuvres the satellite in such a way that the image
of one of the guide stars is kept constantly at the same
place on the photocathode. If this place is well chosen,
the radiation from the object under observation will
then at the same time enter accurately along the optical
axis of the observation instrument and the associated
detector. It is to be expected that in this way the direc-
tional deviation will remain below the maximum per-
missible value of 1 minute of arc.

The magnetometer

Besides the three kinds of optical sensor the satellite
has another sensor that measures the components of
the Earth’s local magnetic field; these data are used in
the attitude-control logic for calculating the energizing
of the magnetic torquing coils. Measurement of the
Earth’s field is needed for the detumbling of the satellite

Fig. 11. The detector part of the star sensor is an image-dissector
tube. A picture is projected on the photocathode of the tube,
which is divided into 256 X 256 resolution elements. The onboard
computer indicates a group of four resolution elements in a
particular column, which is continuously scanned. If this group
delivers a signal, as a result of the detection of a star, a second
group of four resolution elements is then scanned. If the pres-
ence of a star is signalled in the second group within one second,
the desired pattern recognition has thus been established.
Thereupon the satellite changes its attitude such that the second
guide star takes up a predetermined position X, enabling the
astronomical observations to be carried out paraxially. The sec-
ond guide star is tracked in the position X with the aid of the
four adjacent resolutipi‘elements in the shape of a cross.



Philips tech. Rev. 33, No. 6

immediately after the yo-yo has done its work, and
also for the ‘discharge’ of a reaction wheel. The output
signals of the magnetometer can also be used for
determining whether the satellite is ‘stationary’, i.e.
whether it is no longer rotating about an axis aligned
with the Sun.

The magnetometer consists of three orthogonal ‘flux
gates’ or ‘peaking strips’ [6]. The magnetometer must
not of course be disturbed by the magnetic fields of the
three actuator coils. Compensation for these fields is
provided by auxiliary coils.

A flux gate is a transformer with a strip core, whose primary
coil is energized by a sinusoidal signal. The amplitude of this
signal is such that the core just becomes saturated at the maximum
energizing current, provided there is no external magnetic field.
If, however, an external (weak) field appears in the direction of
the core, the voltage across the secondary coil will be distorted.
The amplitude of the second harmonic_appearing in the secondary
voltage as a result of this distortion is proportional to the external

field. After filtering and phase-sensitive rectification, a d.c. voltage
proportional to the field to be measured is therefore available.

The complete control system

Fig. 13 shows a block diagram of the complete auto-
matic attitude-control loop. The onboard computer
with its memory units (OBC, fig. 3) in conjunction
with the attitude-control logic (ACL, fig. 14) acts as a
comparator as well as a controller. Although these
elements are inevitably somewhat complex in structure
in view of the large number of logical decisions that
have to be made for switching from one sensor to the
other in the various operating modes, some simplifica-
tion is nevertheless possible through the adoption of a
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periodic sampling system, for which only one control-
ler suffices. Given a sampling period of 1 second, the
required accuracy of control can then still be reached.
Of course the capacity of the computer must be large
enough to ensure that the constant feed-in of all
attitude data does not obstruct the processing of new
setpoints and other instructions from the control
room on the Earth as well as the processing of all the
astronomical measuring data. As we saw in the pre-
ceding article [1], the satellite can only exchange these
data with the ground station (via blocks 7C and TM)
once in each 12 hours — and the exchange has to be
completed within ten minutes.

All that need be said here about the onboard com-
puter is that it also provides the attitude-control system
with clock-pulse signals by means of an 8 MHz oscil-
lator with frequency-dividing stages. The computer
memory unit comprises seven blocks, each of which
can operate independently; one of them (which one is
immaterial) is required for the storage of all the pro-
grams. The other blocks are available for data
storage.

The attitude-control logic (ACL) comprises the
magnetic-control logic (MCL), which controls the
energizing of the three magnetic coils (A/C) by making
use of the output signal from the magnetometer
(MGM) and the data from the reaction wheels. The
coarse-control logic (CCL) can intervene in several
ways; for example a signal from the coarse solar sensor
(CSS) may lead to a demand for a torque to be supplied

I61 See H. Zijlstra, Experimental methods in magnetism, North-
Holland Publ. Co., Amsterdam*1967, part 2, p. 37.

Fig. 12. The Cassegrain telescope, which
forms part of one of the experiments on
board the satellite. This telescope is also
used for star tracking. 7 primary mirror.
2 secondary mirror. 3 light baffle. 4
oblique beam-folding mirror with cen-
tral opening in the focal plane, 5-7
beam-folding mirrors. 8 field lens for
enlarging the field of view. 9 relay lens.
10 photocathode. 11 image-dissector
camera tube. The radiation entering
parallel to the optical axis is the radia-
tion on which the astronomical obser-
vations are made. This radiation reaches
a spectroscope (not shown) through the
small aperture in the mirror 4. Radiation
whose direction deviates slightly from
that of the optical axis is transmitted
to the photocathode of the star sensor
by mirrors 4, 5, 6 and 7. The star sensor
generates a signal from which the
onboard computer calculates the con-
trol signals for fine pointing and star
tracking. .
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rotation is eliminated in the ‘solar detumbling’ mode
by the magnetic coils (MC), under the control of the
six coarse solar sensors (CSS). Even when the sensors
no longer detect-any change in lighting level, the satel-
lite will still be able to rotate about an axis that makes
a small angle with the connecting line between satellite
and Sun. In the third - operating mode (‘magnetic
detumbling’) the output signal of the  magnetometer
is therefore used instead of that of the solar sensor. If

neither of these two sensors detects any further change

during the next period of 50 seconds, the attitude-
control logic concludes that the satellite is stationary,
and the ‘Sun-acquisition’ mode can then begin. The
result of this fourth mode is that the satellite points at
the Sun with its positive z-axis within an angle of 30°.
In this mode the reaction wheels are the actuators and

" the coarse solar sensors react to the value of the con-
trolled quantity. At the end of this mode the solar pan-
els are deployed. During the next mode (‘Sun point-
ing’) the z-axis is pointed at the Sun within an angle
of 1°. The two intermediate solar sensors (/SSin fig. 13)
supply the signal in this situation; the reaction wheels
effect the change of attitude, backed up by the magnetic
coils as soon as the speed of a wheel exceeds 209, of its
maximum permissible value.

In the ‘fine-pointing’ mode, the last one in a success-
ful mission, the positive z-axis will be pointed at the
Sun and will remain pointed at it with an error of no
more than 1 minute of arc — apart from a pro-
grammed misalignment provided by the offset facility.
The two fine solar sensors (FSS in fig. 13) supply the
signal. The next step in this mode is to point the
astronomical instruments by means of a rotation about
the z-axis. Since this mode is the one concerned in the
actual scientific objectives of the project — the astro-
nomical observations — a separate discussion on this
is given below.

Modes 7 and 8 in Table I are designed to cope with
emergency situations. The emergency measures are
initiated by a signal that indicates that the battery volt-
age is too low. This signal can be generated by the
power-supply units in the satellite and then passed on
to the power-control unit (PCU in fig. 13). If the voltage
is already too low during detumbling (modes 2 and 3)
the controller breaks the connection between the bat-
tery and the satellite. The battery is then charged by
the solar cells without having to supply current for the
other equipment. This is possible because the solar pan-
els have some chance of generating power during the
tumbling of the satellite, even before they are deployed.
An automatic command switches all the equipment on
again when the voltage has increased to a high enough
value. .

If the same emergency situation arises when the
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satellite is stationary (mode 4) the same action is taken,
but in this case the communication equipment (7'M
and TC in fig. 13) and the devices that keep the satel-
lite roughly aimed at the Sun remain switched on.
Even if a fault arises in the onboard computer, the
satellite is kept pointed at the Sun by the attitude-
control logic (ACL in fig. 13). This does however in-
crease the inaccuracy, since the attitude-control logic
cannot work with the fine solar sensor (¥SS) but only
with the intermediate solar sensor (/SS). In the next
contact between the satellite and the ground station an
attempt can then be made to restore the original pro-
gram. Of course, this will only help when the fault is
in the software. If the hardware is also out of order, an
adapted program may sometimes solve the problem.
If none of the six coarse solar sensors generates a
signal, which means that ANS is in the Earth’s shadow
(modes 9 and 10), the attitude-control logic will deliver
the eclipse signal, and power-saving measures will then
come into operation. If this should already be the case
during the satellite detumbling — which is only possible
in the event of a serious orbit-injection error — the
attitude-control logic then switches over to ‘magnetic
detumbling’ (mode 3). This is the appropriate mode in
this case, because the Sun is not required here as a
reference or as a power source. After completion of
the detumbling, all the equipment will be switched off
except for the coarse and intermediate solar sensors;
these sensors detect the end of the eclipse period.

Fine pointing of the x-axis

Once the z-axis has been accurately pointed at the
Sun, fine pointing of the astronomical instruments at
a celestial object is carried out in a number of operating
modes that may be regarded as submodes of the fine-
pointing mode (Table II). All possible transitions from
one submode to another (Table IIT) take place on a
command from — and under the complete control of —
the onboard computer.

Pointing starts with the submode ‘slew’. In this mode
the satellite, controlled by the horizon sensor, turns
from the previous direction of measurement to the new
one. The object of this submode is thus to obtain a
particular value for the angle between the x-axis of the
satellite and the local vertical (see fig. 10b). In the next
submode, ‘scan’, the angle obtained is kept constant,
which implies that the satellite has to rotate about its
centre of mass at the same angular velocity as that
with which the centre of mass describes its orbit, which
is 4 degrees per minute for an orbital period of 90 mi-
nutes. In this way the telescope, which looks along the
x-axis, is able to scan a complete circle once in every
revolution. Apart from the ordinary scan there is a
slow-scanning submode in which the scan takes place
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at the much lower angular velocity of 0.4 degrees per
minute; during this mode the setpoint angle is con-
tinually updated under computer control.

When the star sensor recognizes the programmed
pair of guide stars during one of the scanning modes,
a signal to terminate this operating mode is sent to the
onboard computer. Then fine pointing at the object
under observation starts, so that it can be accurately
tracked by the observation instruments; this finally
brings the satellite into the situation in which the
astronomical observations can be made. In this mode,
referred to as ‘star pointing’, the onboard computer
calculates the control signals for the reaction wheels,
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Details of some control programs

In the ‘slew’ submode control is effected by electrical
servomotors which drive the reaction wheels or, after
reversal of the energizing current, apply a braking
force to them. Fig. 15 shows the block diagram of this
minimum-time control system. As the name suggests,
the aim of the control program is to bring about the
desired slew in the shortest possible time. A control of
this type is by nature nonlinear. A practical difficulty
is that the perturbations are not easily predictable;
friction is one of them, and another is that with in-
creasing motor speed the torque delivered by a motor
decreases as a result of magnetic saturation.

Table II. The control submodes for fine pointing (Table I, mode 6) inwhich the astronomical
instruments are pointed at a stellar object by rotation about the z-axis. The positive z-axis
remains continuously pointed towards the Sun. The abbreviations used are defined in fig. 13.

Rotation about .
Submode x-axis y-axis  z-axis A;rgl;lﬁzvil:c.xty Inaccuracy
controlled by ° Z-axis
Slew FSS FSS HSE 0-2°/s —
Scan FSS FSS HSE 44£2)s 0.3°
Slow scan FSS FSS HSE 04+2s 0.3°
Star pointing FSS SSE SSE zero 1’
Offset pointing FSS SSE SSE zero, except
during transition |
to new attitude
X-ray pointing FSS FSS HXX zero *

* Strongly dependent on strength of X-ray source; 1 minute of arc with strong sources.

using the signal from the star sensor as input. For hard
X-ray sources it is also possible to use the output signal
of the appropriate proportional counter as input signal
for tracking. The satellite can enter this ‘X-ray-point-
ing’ mode from either the slow scan or the star-pointing
mode. In the ordinary scan it will generally not be
possible to ‘catch’ the X-ray source, whose intensity is
usually too weak.

Normally the computer is programmed to point the
observation instruments at the object of interest. It is
however possible to switch from the star-pointing mode
to an offset-pointing' mode in which the instruments are
deliberately pointed to one side of the object of interest
to allow the background radiation to be measured.

The scanning submode is also the operating mode of
the satellite when it enters into contact with the ground
station. If for some reason the satellite cannot then be
completely reprogrammed it is always possible to
switch from this submode to an emergency program,
for example to search for new X-ray sources elsewhere.

To conclude this section some details will be given of
the control procedures used in the modes preceding
fine pointing. - ) ' :

In such a situation the phase-plane method (7] is
used for representing the relation between the angular
error ¢ and its time derivative & The angular error of
the satellite is defined as the deviation from the desired
attitude angle. In our case the phase plane (fig. 16)
contains a number of trajectories which, when satura-
tion and friction are left out of account, are parabolic
in shape. In the figure the driving branches are shown
blue and the braking branches red. These are the only
trajectories along which the system can move.

Table III. The permitted transitions between the operating sub-
modes mentioned in Table II; the transitions are made at a com-
mand from the onboard computer.
Slew _
Scan { {

Slow scan {

Star pointing

Offset pointing }

X-ray pointing

7] See for example: J.-C. Gille, M. J. Pélegrin and P. Decaulne,
Feedback control systems, McGraw-Hill, New York 1959,
chap. 25. ¢ : . Co .
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In these hardware tests the conditions which the
satellite will encounter during its mission are simulated
as closely as possible. Frictionless rotation is simulated
as well as the electromagnetic radiation for the sensors:
visible radiation for the Sun sensors and infrared for
the horizon sensor.

A collimated beam of high lummous intensity is

used to simulate the Sun, two beams of low luminous
intensity simulate the two guide stars, and there is a
horizon simulator. Three pairs of Helmholtz coils are
used to simulate the Earth’s magnetic field for every
attitude of the satellite. This arrangement contains the
magnetometer and the three coils of the magnetic actu-
ator. :
* Frictionless operation is simulated by means of a test
bench suspended by a wire two metres long, which has
a very low torsion constant (fig. I7). The components
to be investigated are placed on the bench, and care
is taken to ensure that the moment of inertia of the
bench and components is equal to that of the satellite
about the same axis.

To reduce the torsion constant of the suspension wire
the wire consists of twenty very thin strips of beryllium
copper, which slide against each other on twisting.
The strips are insulated by a plastic coating, so that
they can be used for supplying power to the components
on the bench and for the data exchange. To prevent the
torsion from reaching an undesirably high value, the
suspension point of the wire is rotated by a servomotor
together with the bench. The maximum twisting angle
of the suspension wire is thus kept below 0.1°. Other
factors, such as air friction and the slight imbalance of
the bench give an ‘interfering’ torque, which has to be
added to the torsion of the wire. The total applied
torque is somewhat smaller than the torque that will

91 The linear measuring system LMS III of the Philips Industrial
Equipment Dmsxon, Eindhoven. This system was developed
for measuring dlstances in numerically controlled machine
tools.
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act on the satellite in orbit. The interfering torque can
be varied as required by means of an accurately cali-
brated coil on the bench. This enables realistic con-
ditions to be simulated in an easily controllable way.

Since the satellite has three principal axes of inertia
with different moments of inertia, it was necessary to
make the moment of inertia of the bench adjustable as
well. This is done by means of sliding weights under
the bench, enabling the moment of inertia to be
varied from 5.5 to 17.5 kg m2. '

Oscillations about horizontal axes are av01ded by
means of an air bearing under the bench; the bearing
carries no load and has a very hlgh stiffness (approx-
imately 6 X 107 N/m). - -

Since the maximum permissible control-loop error
in the ANS, system is 1 minute of arc, the attitude
of the bench has to be determined with much
greater accuracy. This is done by means of a measuring
system with optoelectromcyreadout, which was devel-
oped for numerically controlled machine tools [91. The
resolution of this system is 1 pm, which in our case
corresponds to an angle of 1 second of arc.

Summary. The Netherlands astronomical satellite (ANS) is
equipped with a digital attitude-control'system (sampling period
1 s), controlled by an onboard computer (storage capacity 28 000
words of 16 bits) which also stores measurement programs and
results. The computer software can be modified from Earth. The
attitude-control system starts by pointing one axis of the satellite
at the Sun; this is the axis perpendicular to the solar panels and
the optical axis of the astronomical instruments. The satellite can
rotate about this axis through any desired angle and can track
celestial objects to an accuracy better than 1 minute of arc. There
are three solar sensors (coarse, intermediate and fine), a horizon
sensor (sensitive to infrared), and a star sensor. The star sensor
‘recognizes’ and tracks a programmed pattern of guide stars,
seen through the telescope of one of the astronomical experiments
on board, since the stars to be observed are often too faint to serve
as a reference. The actuators used are three orthogonal reaction
wheels and a set of magnetic coils that cause the satellite to
rotate by means of the Earth’s magnetic field. A ‘yo-yo’ actuator
eliminates the initial spin of the satellite. The operating modes for
a normal mission, the emergency modes and the simulation of
flight conditions in test procedures are discussed.
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The Philips ‘VLP’ system

- K. Compaan and P. Kramer

Now that almost every home and many educational
institutions have a television set it is natural to think of
the possibility of using it, in combination with a play-
back unit, for reproducing i)ro;gl"ammes that have
been permanently recorded in’some way or another.
This gives the user the freedom of being able to watch
a programme he is interested in at a time convenient
to himself — the same freedom he can enjoy with a
shelf of books or a collection of gramophone records.

The “VLP’ system [*] described here allows a colour-
television programme of about 30 minutes duration to
be reproduc‘:éd from a recording on a ‘gramophone
record’ 30 cm in diameter, the usual size for a long-
playing record. The ‘VLP’ record can be produced
simply and in quantity by the normal pressing tech-
niques. The “VLP’ system is complementary to the video
cassette recorder (VCR), which has been on the market
for some fime, but to some extent it offers an alternative
to it. A programme can be recorded as desired with
a cassette recorder, but it is more expensive to produce
recorded tapes than it is to press ‘VLP’ records.

The development of the “VLP’ system is the result
of the combined efforts of a team of specialists in very
divergent fields. In this article we shall give a broad
general survey of the system; the three short articles
that follow will describe some of the components in
more detail [17 [2] [3],

The information is recorded on the record disc along
a spiral track, which occupies the part of the disc
between the 10 cm and 30 cm diameters. The speed at
which the disc rotates has been made equal to the
picture frequency, 25 s~1 for the European market and

30 s~ for North America. As we shall see later, ‘this’

offers some interesting possibilities. If the playing time
is half an hour, these figures give a pitch of 2 um for
the track. '

For following a track with such a small pitch an
optical method is very suitable. In the ‘VLP’ player
this scanning is done with a spot of light 1-2 um in
diameter, projected on to the track by a lens.

The diameter of the spot is of the same order of magnitude as
the wavelength of the light used in the equipment, and it is there-
fore no longer possible to speak of a particular diameter. A
diffraction pattern (an Airy disc) is formed at the focal plane of

Drs K. Compaan is with the Philips Electro-Acoustics Division
-(ELA), Eindhoven; DrP. Kramer is with Philips Research Labora-
tories, Eindhoven.

the lens; this pattern consists of a central maximum surrounded
by successive dark and light rings. To produce a pattern in which
the half-intensity diameter is 0.9 to 1.0 um at the wavelength
used, a lens with a numerical aperture of 0.4 is required.

The information for the reproduction of a television
picture is recorded as a succession of short grooves or
pits of variable length and repetition frequency. The
width of the pits is 0.8 um, and the depth 0.16 pm
(see the title photograph). Since in pressing a gramo-
phone record the surface roughness does not amount
to more than 0.01 pm, it is clearly a practical possi-
bility to make such a pattern in the surface of a pressed
disc.

If the spot of light falls on the surface of the disc

between two of the pits, then most of the light will be
reflected back into the objective lens. If on the other
hand the spot falls on one of the pits, the light will be
deflected by diffraction at the pit in such a way that
most of it is not returned to the objective (fig..1). In
this way the intensity of the light reflected through the
aperture of the lens is modulated by the pattern of
pits [1]. The intensity variations are converted into an
electrical signal by a photodiode. The width and
depth of the pits in the surface are arranged to give as
large a modulation depth as possible.
" To obtain a high signal-to-noise ratio in the detector
signal, the reflected beam should have as high an
intensity as possible. If the photocurrent is too low, the
noise will no longer be mainly determined by the
thermal noise in the detector, but by the shot noise in
the photon ‘current. We have therefore used an He-Ne
laser as the light source. Also, to improve the reflectiv-
ity, the surface of the “VLP” disc has been coated with
a thin layer of evaporated metal. ,

Some of the members of our team have developed a
special technology that enables the He-Ne Jaser to be
manufactured in quantity. This 1 mW laser has been
built into the player in such a way that it can be of no
possible danger to the user.

The information on the surface of the disc can be’
read out through a transparent protective layer. Any
contamination or damage only affects the outer surface
of this layer, and not the disc. The diameter of the
beam at this outer surface is much larger than the spot,
so that these imperfections have very little effect on the
detéctor signal. This arrangement makes use of the
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Signal processing in the Philips ‘VLP’ system

W. van den Bussche, A. H. Hoogendijk and J. H. Wessels

On the ‘VLP’ record there is a single information
track in which all the information is stored for the
reproduction of a colour-television programme with
sound. The photographic process used for writing the
information on to the master record is highly non-
linear, and can therefore only be used for recording a
signal with just two levels. The information can then
only be present in variations in the distances between
successive transitions from one level to the other. A
system of coding will therefore be necessary if four or
five signals are to be recorded simultaneously in this
way (brightness, two colour signals and one or two
sound signals).

As is customary in television techniques, the two
colour signals are processed as a single signal: a
quadrature-modulated subcarrier, as in the NTSC and
PAL systems [, At playback a reference signal is
required for decoding; this must have exactly the same
phase ag the original subcarrier. Special measures have
therefore been taken to ensure that the “VLP’ record
player provides a reference signal that meets the
specified requirements.

In the coding process the brightness signal, which
modulates the frequency of a carrier, is the principal
signal. The colour and sound signals, each modulating
a carrier of lower frequency than the principal signal,
are contained in symmetrical displacements of the
zeros of this principal signal. The fully coded signal is
recorded on the record as a pattern of short grooves or
pits of the same width and depth, but variable length
and spacing. On average the total length of the pits
occupies exactly half of the total track length. This
feature is made use of in the control system [2] that
guides the read-out beam along the track.

We shall now describe the systems for recording and
playback, and explain the operation of the electronic
units with the aid of block diagrams.

Recording

At a speed of 25 rps and with our coding system, the
central part of the record will not reproduce correctly
the part of the normal video spectrum ( fig. I) lying
above 3 MHz. The original colour information present

in this part of the spectrum thus disappears completely.
For the parts of the track that are further out from the
centre of the record this cut-off frequency has a higher
value, so that colour information can be directly
recorded and reproduced there. However, this directly
recorded colour information would cause an annoying

interference with the colour information, which as -

will be seen later, is recorded in such a way as to enable
corrections to be made on playback for frequency
variations in the colour carrier caused by variations in
the speed of rotation of the record. By using filters to
cut off the brightness spectrum at 3 MHz before
recording, annoying interference can be avoided. In

VAR

5MHz

Fig. 1. The video spectrum in the PAL colour-television system.
The brightness signal occupies the frequency band from 0-5.5
MHz. This band also contains the colour information, which
modulates a carrier of frequency f, (4.43 MHz). In the ‘“VLP’
system the video spectrum is cut off above 3 MHz, while the
colour carrier is shifted to 1 MHz.

addition, the record can now be used with a minimum
track diameter of 10 cm, which gives a considerable
increase in playing time.

The brightness signal, limited in bandwidth, mod-
ulates the frequency of a 4.75 MHz carrier; the fre-
quency swing of this modulation is made less than the
bandwidth of the information to be transferred. This
gives sidebands that are wider than the frequency
sweep. However, the higher-order sidebands of the
high-frequency signals can be neglected, because of
their small modulation index. It is therefore sufficient
to record a frequency band extending 3 MHz on either
side of the carrier. This means that there is bandwidth
available below 1.75MHz for colour and sound
signals. '

The frequency of the colour subcarrier is therefore
reduced from 4.43 MHz to 1 MHz, in the case of the

Ir W. van den Bussche, A. H. Hoogendijk and Ir J. H. Wessels are
with the Philips Audio Division, Eindhoven.

(11 F. W. de Vrijer, Philips tech. Rev. 27, 33, 1966.
121 P, J. M. Janssen and P. E. Day, this issue, p. 190.
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PAL system, while the total bandwidth of the encoded
colour signal is limited to + 0.5 MHz. The sound in-
formation modulates the frequency of a 250 kHz
carrier, with a frequency sweep of 75 kHz. If desired a
second sound channel can be included at the low-
frequency end of the spectrum for stereo purposes or
for a spoken text in another language.

The three signals processed as described above for
brightness, colour and sound are combined in an
amplitude ratio of 10 : 2 : 1. The amplitudes of the
signals for colour and sound 'can be smaller since the
noise in these signals is less because of the smaller
‘bandwidth. (Apart from spectral-distribution effects,
the noise in a particular band is proportional to the
bandwidth.)

In the resulting signal, whose frequency spectrum is
shown in fig. 2, colour and sound can be considered as
artificial lower sidebands in a single-sideband mod-
ulation of the brightness signal as the carrier. Symmet-
rical amplitude limiting of such a single-sideband-
modulated signal results in the synthesis of the missing
upper sidebands at the expense of the power in the
lower sidebands. The amplitude ratio therefore becomes
20 : 2 : 1 after limiting.

Looking at it in another way, the symmetrical limit-
ing gives a signal of rectangular pulses in which the
brightness information is contained as frequency mod-
ulation, while colour and sound information give a
symmetrical modulation of the width of the pulses
(duty-cycle modulation, fig. 3). This rectangular-pulse
signal is suitable for recording in a pattern of pits on
the ‘“VLP’ record.

It now only remains to say something about the way
in which a stable frequency is obtained for the colour
subcarrier in spite of speed variations that may occur
when the record is played. The frequency used for the
colour subcarrier on the record is 1 MHz. This is
exactly 64 times the line frequency in the video signal.
By locking the two frequencies together, the colour
information can be recreated at playback on a

stable 4.43 MHz carrier obtained from the line fre- -

quency and the frequency of a stable 4.43 MHz oscil-
lator.

We shall now discuss, with the aid of a block dia-
gram, the electronic equipment used in recording.

Block diagram

Fig. 4 gives a block diagram of the electronic circuit
used in recording a “VLP’ record. After what we have
said above, no further explanation is required of the
processing of the sound signal by the audio amplifier 7
and an FM modulator 2.

The part of the brightness signal to be recorded is
separated out from the video signal by a lowpass
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filter 3. The FM modulator 4 is a multivibrator driven
by the modulation; it gives a rectangular-pulse signal
modulated in frequency. However, if the duty-cycle
modulation described earlier and shown in fig. 3 is
to function properly, then the modulated brightness
signal must not have too short a rise time. To ensure’
this the lowpass filter 5 is included, which makes the
signal almost sinusoidal.

The filter 6 separates the colour information from
the video signal. The variable-gain amplifier 7 ensures
a constant level for the colour signal, with the reference
level derived from the ‘bursts’, constant-amplitude
signals consisting of a number of oscillations at the
colour-carriér frequency, which follow each line-
synchronizing pulse. These bursts are added to a
colour-television signal as a phase reference for decod-
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Fig. 2. The frequency spectrum recorded on a ‘VLP’ record.
Solid lines: the spectrum after summing the brightness, colour
and sound information; dashed lines: the spectrum after symmet-
rical limiting. The relative amplitude ratios of the various
components are not shown to scale. f,,, centre frequency of the
brightness-signal spectrum. f, frequency corresponding to the
white parts of the picture. f;, frequency corresponding to the
peaks of the synchronizing pulses. f;, f;’ the 1 MHz colour sub-
carrier .and the corresponding frequency arising in the upper
sideband on symmetrical limiting. fg, f;* the 250 kHz sound car-
rier and its counterpart in the upper sideband.
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Fig. 3. Schematic diagram of the waveforms in the ‘VLP’ system.
H brightness signal, XK colour and sound sxgnal the three signals
each modulate the frequency of a carrier. S superposition of
brightness, colour and sound signals. C the rectangular-pulse
sngnal produced on symmetrical limiting; the brightness informa-
tion is still present here as a frequency modulation. Because of
the finite rise time of H the colour and sound signals give a duty-
cycle modulation of the rectangular-pulse signal.

ing the colour signal. The bursts are observed by the
burst detector /7 at a command from the synchroniza-
tion separator 10. If there is no colour signal and
hence no bursts, the gain is reduced to zero, so that
interfering signals in the colour circuit cannot cause
coloured spots in the picture. ‘
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The phase discriminator 12 synchronizes the
4.43 MHz crystal oscillator /3 with the subcarrier fre-
quency given by the bursts. This combination forms the
‘electronic flywheel’ normally used in television receiv-
ers to make sure that the subcarrier is available with
the correct frequency and phase between bursts. A
second oscillator 17 provides the 64th harmonic of the
line frequency. This oscillator is locked to the line
frequency by dividing the frequency of its output by
64 (16), and comparing the result with the line fre-
quency (15). o

The mixer 14 gives the sum frequency of the two
oscillators, 5.43 MHz. This sum-frequency signal is
mixed in the mixer stage 8 with the colour signal on
‘the 4.43 MHz carrier, after which the lowpass filter 9

" separates out the difference-frequency component.

© . ‘VLP’ SIGNAL PROCESSING .
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Playback

The' output signal from the photodetector of the
‘VLP’ record player must be translated back again so
that it can be played back via a monitor or television
set. Apart from demodulating the brightness and
sound signals the most important operations here are
the transformation and correction of the subcarrier for
the colour signal, and correcting the ‘drop-outs’ on the
record as well as possible — ‘drop-outs’ are places
where the signal is missing because of damage to the
record. For playback on a television receiver the signal
also has to modulate a suitable UHF or VHF carrier
so that the aerial socket can be used as the input. We
shall now look at the electronic circuit of the record
player with the aid of the block diagram shown in

fig. 5. :

AUDIO .
> MOD
1 2
(1)
VIDEG = ; é‘z] - = 20+ / .
3MHz 10MHz (2)
3 4 5 18 19
= E
~ ¥ Y v s
4.43MHz 15MHz
6 7 8 9 E +F (543MHz)
—1 k£
SYNC BURST P 6| w D
SEP DET N
443MHz
10 n 12 | 13 | 14
7 ) f ,g/ E (IMHz)
54 IMHz
5] % 7]

Fig. 4. Block diagram of the electronic circuit used in recording a ‘VLP’ record.

1 Audio amplifier

2 FM modulator

3 Lowpass filter

4 FM modulator

5 Lowpass filter

6 Bandpass filter

7 Variable-gain amplifier

8 Mixer stage

14 Mixer stage

This is the colour information, modulating a 1 MHz
carrier. : ’
After the three signals have been added in the correct
ratios (18), they go through the symmetrical limiter 19.
The signal is then suitable for supply to the light
modulator used for recording on the ‘VLP’ record.

9 Lowpass filter
10 Synchronization separator 17 Oscillator
11 Burst detector
12 Phase discriminator
13 Crystal oscillator

15 Phase discriminator
16 Divider circuit

18 Summation circuit (the ra-
tios in which the compo-
nents are added is shown)

19 Symmetrical limiter

Sound, colour and brightness signals are separated
from each other by filters (2 to 7). The brightness signal
(frequency between 1.5 and 6 MHz) then goes through
the correction amplifier 8, which gives a falling linear
characteristic. In the symmetrical limiter, which follows
next, a purely frequency-modulated signal is produced.
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Here signals are generated at the high-frequency end
of the spectrum at the expense of the signals at the
low-frequency end, which were emphasized in the
preceding amplification on account of this process.
As well as this main channel, the brightness signal also
goes through an identical subsidiary channel (11, 12,
13), which gives a signal delayed with respect to the
main channel by exactly the time of one line scan. The

W. VAN DEN BUSSCHE et al.
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signal is produced whose frequency is exactly half that
of the frequency-modulated brightness signal. The
drop-out detector I8 reacts to this and the switch 14
is operated during a period of 3 ps, so that the bright-
ness of the preceding line is employed instead. This
3 ps is found to be a sufficiently long time in practice
since very few drop-outs of longer duration are encoun-
tered: The transit time of the signal through the
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Fig. 5. Block diagram of the electronic circuit of the ‘VLP’ playback unit.

1 Photodetector and
preamplifier
2-7 Filters
8 Correction amplifier
9 Symmetrical limiter
10 FM demodulator
11 Delay line
12 Symmetrical limiter
13 FM demodulator
14 Electronic switch

15 Delay line

22 Mixer stage

transmission characteristic of the delay line is corrected
in such a way that a falling linear characteristic is
again produced. In this way if a drop-out should be
encountered the signal from the previous picture line
is available as a replacement signal.

The filter 17 separates out the part of the signal for
which the frequency is lower than 2.5 MHz. This is
used to detect drop-outs. If the detector misses a pit a

16 Summation circuit
17 Lowpass filter

18 ‘Drop-out’ detector
19 Monostable circuit
20 Synchronization separator 30 Phase discriminator
21 Variable-gain amplifier

23 “‘Burst’ detector
24 Switching amplifier

25 Electronic switch

26 Crystal oscillator

27 Mixer stage

28 Oscillator

29 Frequency-divider circuit

31 Symmetrical limiter

32 FM demodulator

33 Correction circuit for
‘drop-out’

demodulation circuit is longer than the time required
by the drop-out detector, so that the switch 14 is
already changed over before the drop-out in the signal
arrives there.

The most complicated processing is that undergone
by the colour signal. The line amplifier 21 gives a
constant level for the signal that has been separated
out by the filters 3 and 6 (frequency between 0.5 and
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1.5 MHz). As in recording, the blocks 28, 29 and 30
again form an electronic flywheel, now driven by the
line frequency of the playback signal, which reprodiices
the 1 MHz carrier, including the frequency deviations
that have arisen during playback. The free-running
crystal oscillator 26 gives a 4.43 MHz signal that will
now have to function as the new colour carrier. The
mixer stage 27 gives a 5.43 MHz signal, containing any
frequency errors that may be present. The difference
between this frequency and the frequency of the colour
signal reproduced from the record is formed in the
mixer stage 22. Since frequency deviations of the two
signals cancel out, the desired stable 4.43 MHz carrier
is recreated. . |

The burst detector 23 provides the reference signal
for the variable-gain amplifier 27 and at the same time
ensures that in the absence of a colour signal the
colour channel is inoperative (‘colour killer’, 24). If
there is a drop-out the switch 25 short-circuits the
colour circuit. Because of the averaging with the signal
of the preceding line in PAL receivers, the missing
colour fragments are now filled in at half saturation.
‘Spikes’ are thus prevented.
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The sound signal is separated out by the filters 2 and
5 (frequency between 150 and 350 kHz) and is demod-
ulated (32) after symmetrical amplitude limiting (31).
This signal then also passes through the circuit 33,
which counteracts spikes in the signal level at drop-out.

Summing the colour and brightness signals gives the
complete video signal. A delay line 15 is used here to
correct for differences in transit time in the two cir-
cuits. As was stated earlier, audio and video signals
then have to be used to modulate a carrier for playback
on a nérmal ¢olour television receiver.

Summary. To be able to record all the video and audio informa-
tion in a single track on the ‘VLP’ record a number of signal
processings are required, particularly since the recording has to
be done with only two signal levels. The brightness signal, whose
bandwidth is limited to 3 MHz, is used to modulate a 4.75 MHz
carrier, the carrier of the quadrature-modulated colour signal
is shifted to 1 MHz and the sound information is supplied as
frequency modulation of a 250 kHz carrier. Summation of the
signals processed in this way in the ratios 10 : 2 : 1 and symmet-
rical limiting of the sum signal give a rectangular-pulse signal.
This contains the brightness signal as a pulse-frequency modula-
tion and the colour and sound as ‘duty-cycle’ modulation. The
new colour-carrier frequency of 1 MHz is exactly 64 times the
line frequency. By linking these two frequencies together a stable
4.43 MHz colour carrier can be restored at playback, indepen-
dently of variations in the speed of rotation of the record.




186

Philips tech. Rev. 33, 186-189, 1973, No. 7

The optical scanning system of the Philips ‘VLP’ record player

"G. Bouwhuis and P. Burgstede |

The main function of the optical scanning system in
the Philips “‘VLP’ record player [1] is to read out the
video information recorded on the surface of the disc.
To follow the information track on the record with the
aid of a control mechanism it must also deliver a signal
that is a measure of the lateral misalignment of the
optical system in relation to the track. The video in-
formation is stored on the surface of the record in the
form of small pits which are 0.8 um wide, about
0.16 ym deep and of variable length. The pits are
inscribed on a spiral track with a pitch of approx-
imately 2 pm. The picture quality and mechanical
accuracy of an optical system that can detect each pit
individually and track the spiral sufficiently accurately
to prevent cross-talk between adjacent turns of the
track must meet extremely exacting standards. At the
same time the system must be as simple as possible to
produce and easy to adjust. Finally, care must be taken
to ensure that the signal-to-noise ratio is sufficiently
high. The article describes the optical system which we
chose for the ‘VLP’ record player to satisfy these
various requirements.

Read-out of information

To read out the information, a beam of light is
focused on the track by means of a lens with a nu-
merical aperture of 0.4. The diameter of the spot is
approximately equal to the theoretical minimum for a
lens with this aperture. This is because the aberrations
of the lens chosen are negligibly small, so that the
intensity distribution in the spot and the dimensions of
the spot are determined not by the laws of geometrical
optics but solely by diffraction at the lens aperture. The
light source is a laser, which means that the intensity
distribution over the entrance pupil of the lens varies
in a radial direction. This tngether with the diffraction
effect at the lens aperture results in an intensity distri-
bution over the spot such that at the wavelength of the
laser light (0.63 wm) the half-intensity diameter (the
‘diameter’ of the spot) is about 0.9 pm.

The light is reflected by the surface of the record,
picked up by the lens again and concentrated on to a
photodiode. Diffraction occurs at the pits in the sur-

G. Bouwliuis is with Philips Research Laboratories, Eindhoven,
andP. Burgstede with the Philips Electro-Acoustics Division(ELA),
Eindhoven.

face, and most of the diffracted rays fall outside the
lens aperture (fig. I). Less light is consequently re-
ceived when a pit passes in front of the lens than when
a smooth section of record surface does so. The pits
thus modulate the current through the photodiode.

The spot diameter of 0.9 um, due to diffraction at the lens
aperture is, as we have just seen, approximately equal to the
theoretical minimum value obtainable with this lens. Conversely,
a detail of this size on the surface of the record would give -
diffracted rays that would only just fall within the lens aperture.
Finer details give diffracted rays of greater divergence, which
will therefore not fall within the lens aperture. This is in fact the
case with the pits in the record surface since they are narrower
than the diameter of the spot. Rays diffracted by the pits must
consequently fall outside the lens aperture.

For maximum modulation of the detector current
by the pattern of pits on the record the incident light
that is reflected from the bottom of a pit must have a
180° phase difference from the light that is reflected
from the record surface around the pit, and the inten-
sity of both must be the same. The 180° phase dif-
ference is obtained by making the depth of the pits a
quarter of the wavelength of the light used. This depth
does not require great accuracy, however; the intensity
reflected into the lens as a result of a small deviation
from the correct value is a square-law function of the
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Fig. 1. The power P reflected by the surface of the record into
the pupil of the objective plotted as a function of the distance r
from the optical axis. Each curve shows the total power in a
thin annulus of radius r. The diameter of the pupil is 2R. Curve I
represents the power for reflection from a flat part of the record,
curve II the power when the spot is centred on a pit in a track in
which the period of the pattern of pits is 1.5 pm and the width
of the pits 0.8 p.m; the pitch of the track is 2 um.
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same way as useful light, and only where the useful
beam and the stray light coincide will interference
occur. Interference results in intensity variations due
to the phase variations of the stray light caused by
reflection from moving parts. The stray light that does
not coincide with the useful radiation merely creates a
background which is constant and therefore much less
objectionable. - *
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Fig. 7. Diagram of the optical scanning system. R ‘VLP’ record.
B laser beam. G grating for producing the auxiliary beams. L
lens for adapting the laser beam to the entrance pupil of the ob-
jective Obj. The intermediate image given by lens L also makes
it readily possible to focus.the light reflected from the record on
to the detector Det. The polarizing mirror P, in conjunction with
the quarter-wave plate W, separates incident light from reflected
light. M pivoting mirror for following track on record. Inset a
shows the positions of the three spots in relation to a track on the
record, while inset b gives an impression of the three detectors
with the three beams reflected from the record focused on them.
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A transverse magnetic field in the laser ensures that
the laser beam is linearly polarized, parallel to the
field [51. This means that with a quarter-wave plate and
a polarizing mirror 6] the incident and the reflected
light can be effectively separated with the result, firstly,
that the laser power can be used efficiently and, second-
ly, that undesired feedback of the modulated light to
the laser is prevented.

[B1 A theoretical treatment of a similar situation, the imaging of

a black-and-white object instead of the light modulation by

a phase object dealt with here, will be found in: M. Born and

E. Wolf, Principles of optics, 3rd edition, Pergamon, London

1965.

A description of the control system used in the ‘VLP’ record

player is given in the article by P. J. M. Janssen and P. E. Day,

this issue, p. 190.

(51 H. de Lang, Physica 33, 163, 1967.

6] See for example: H. de Lang and G. Bouwhuis, Philips tech.
Rev. 30, 160, 1969.

4
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Summary. An optical system is used to read out the information
which is stored in the form of a pattern of small pits in the surface
of a “VLP’ record. The intensity of a beam of light reflected from
the surface of the record is modulated by diffraction at the pits.
The information is contained in the variation of the length of
the pits and the distance between them. Their width determines
the optimum value of the aperture of the lens used to focus the
beam at the record and also to gather the reflected light. A nu-
merical aperture of 0.4 requires a width of 0.8 wm. The depth of
the pits is a quarter wavelength. The relationship between the
modulation depth of the reflected light and the period of the
pattern of pits is found from numerical calculations. Similar
calculations also yield the permissible tolerances on the centring
and focusing of the beam on the track to be scanned. The only
light source of sufficient brightness is a He-Ne laser. Two
auxiliary beams of light obtained from the main beam with a
diffraction grating enable the system to supply a reference
signal for the control system that keeps the scanning beam
centred on the track.
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Control mechanisms in the Philips ‘VLP’ record player

P.J. M. Janssen and P. E. Day

The playing time and the bandwidth of the recorded
video signal on the Philips “VLP’ record are such that
the optical scanning system must be able to perceive
extremely fine details when the record is payeld. This
requires an optical system with a large aperture and
consequently a small depth of focus. It is also essential
that the beam of light used for scanning should be
centred very accurately on the information-carrying
track on the record. The requirements specified here
are about 1000 times more exacting than is usual in
mechanical engineering. For example, the record sur-
face may differ by 100-500 pm from a true plane while
the depth of focus of the lens used to centre the scan-
ning beam on the record is approximately 1 um. The
eccentricity of the track may amount to 100 wm, while
the beam of light has to be kept centred on the track
with an accuracy of 0.2 pm to avoid cross-talk [11, To
ensure continuous tracking of the information con-
tained in a spiral of pits pressed in the surface of the
record, the entire optical system has to be displaced on
average by 2 pm radially for each revolution. Finally,
a high-quality playback of the detected colour-
television signal is only obtained if the speed at which
the record rotates is constant to within at least 1 part
in 103,

The ‘“VLP’ record player is therefore provided with
four control systems, which we shall describe below.

Focus control

Centrifugal forces that arise because the record is
rotating at 25 rps can assist in flattening the record
since its stiffness is relatively low. Mechanical vibra-
tions are damped by the air layer between the record
and the surface of the player and also by the internal
losses in the disc material. Since a pressed record is
never perfectly flat, axial displacements of the order
of 500 pum are still encountered. The largest com-
ponent of this displacement occurs at the fundamental
frequency of 25 Hz corresponding to the speed of
rotation. Measurement of higher-frequency har-
monics showed that they decreased at a rate of
30-40 dB per decade. A control system used to
keep the -microscope objective focused on the record

Ir P. J. M. Janssen-is with Philips Research Laboratories, Eind-
hoven, and Dr P. E. Day with the Philips Audio Division, Eind-
hoven.

surface to the required accuracy of 1 wm must there-
fore have a reduction ratio of at least 500 at 25 Hz.
The mechanical components of the control system
have been kept as simple as possible. The microscope -
objective used for reading the video signal is suspended
in springs and driven by a coil in a radial magnetic
field in much the same way as a moving-coil loud-
speaker (fig. I). To restrict the energy dissipation in
the region of the microscope objective a spring-mass
system with an open-loop resonant frequency at 25 Hz
was chosen. '

Fig. 1. The spring suspension of the microscope objective in the
‘VLP’ record player and the objective drive required for focusing
the light beam on the ‘VLP’ record. Obj objective. R1, Rz springs.
E measuring electrode. C drive coil. M magnet.

The distance between the objective and the record is
determined by the capacitance between the metallized
surface of the record and an electrode bonded to the
objective ( fig. 2). At a distance of 100 wm a capacitance
measurement to an accuracy of 19 is sufficient to
determine the position of the objective to within 1 pm.

This is not difficult to achieve, especially if the
electrode is made so large that the effect of stray
capacitance remains limited. The electrode must
nevertheless not be too large because the nonlinear
relation between the capacitance and distance would
then give rise to excessive measuring errors, since the
average distance could not be determined accurately
if the electrode were inclined to the record surface.
The size of the electrode also determines the resolving
power of the measuring system, i.e. the highest spatial
frequency that is still detectable. An electrode surface.
area of 1 cm?, giving a capacitance of 10 pF, is found
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Fig. 2. The capacitive system for measuring the distance between
the objective and the record. Obj objective. E measuring elec-
trode. R the metallized ‘“VLP’ record. C the capacitance of the
electrode to the chassis of the ‘VLP’ record player. Cs is much
larger than Cm and the total of the two capacitances in series is
therefore almost entirely determined by Cm.
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Radial tracking control

The beam of light used in the ‘VLP’ record player to
scan the information has to follow the spiral track with
an accuracy of at least 0.2 wm. Two control circuits are
used for this purpose: one for continuous slow tracking
of the spiral and the other for rapidly centring the spot
on the track in spite of the eccentricity of the track.
The first circuit will be discussed in the next section.

Because of the 100 um eccentricity of the track on
the rotating record, the second control circuit has to
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Fig. 3. The circuit for measuring the distance between the objective of the ‘VLP’ record player

and the ‘VLP’ record. The oscillator Osc (output voltage Vo) is weakly coupled to the detector ~

circuit formed by the measuring capacitor Cm and coil Ln. Voltages V1 and V2 induced in
coils Ly and Lz will have a phase difference of 180°. Diodes Dy and Ds are given polarities
such that the output signal at U is the amplitude difference between Vo 4+ V1 and Vo + Va.
When the resonant frequency of the circuit Cm — Lm equals the oscillator frequency, V1 and
V2 are both 90° out of phase with Vo, the two amplitudes are equal and no voltage occurs at
the output. If the circuit is detuned, V1 and V2 will no longer be in quadrature with Vgand a
voltage will appear at output U whose polarity depends on the direction of detuning. This can
be seen from the vector diagram, where the tuned condition is represented by continuous
vectors and the detuned one by dashed vectors. The part of the circuit inside the dashed line
is used to bring the objective slowly closer to the record. If switch § is closed, transistor T is
conducting and capacitor Cp is connected in parallel with Cm. The resultant detuning of the
circuit causes the objective to be moved away. When switch S is opened, T will gradually stop
conducting, the rate of this change being determined by the value of RC. The objective will

return at the same speed to the operating point determined by Cm and Lp.

to give a satisfactory compromise. The capacitance is
measured with a circuit consisting of an oscillator and
an FM ratio detector (fig. 3). Since the measuring
electrode forms part of the detector circuit an unambig-
uous control signal is obtained over a large control
range (1 cm-10 pm). The oscillator frequency then
determines the desired value of the capacitance and
hence the distance between the electrode and the
record.

Before putting a record on the player the objective
is withdrawn to a safe distance from the record surface.
To ensure that when the player is switched on the
objective approaches the record smoothly and without
overshooting, in spite of the relatively narrow band-
width of the control loop a circuit is incorporated
which enables the operating point of the control circuit
to be shifted continuously from the retracted position
to the operating point. '

ensure a reduction of at least 500 at 25 Hz. The require-
ments demanded of the radial tracking system on
account of the spectrum of the radial deviation are
easily met in terms of the closed-loop control band-
width. A larger bandwidth is required, however, since
a rapid step response is necessary for perfect pro-
grammed scanning as employed for slow- and accel-
erated-motion pictures or finding a particular place
on the record quickly. ‘

To keep the spot centred on the track during play-
back, it can be moved radially by a slight movement of
a pivoting mirror fitted immediately behind the objec-
tive in the light path. This mirror can pivot in a
magnetic field and is rotated by a coil attached to it.
The mirror-coil assembly is designed to be sufficiently
rigid for the bandwidth required. The mirror and its

11 See the article by G. Bouwhuis and P. Burgstede, this issue,
p. 186.
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system. The coupling thus formed between two control
systems is obtained in the linear region of the control
characteristic of the system for centring the beam on
the track and there are therefore no complications
arising from the interaction of the two systems.

Speed-control system

Special measures had to be taken to keep the speed
of the ‘VLP’ record constant to within the required
accuracy (at least 1 part in 103) since the mains supply
cannot be expected to provide such a degree of
stability and a simple mains-powered synchronous
motor cannot therefore be used to drive the turntable.

Our solution may be briefly described as follows.
The record is driven by a d.c. motor and a tacho-
generator coupled to the turntable shaft delivers an a.c.
voltage whose frequency is proportional to the speed of
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the shaft. By applying this signal to an RC network of
very stable elements we obtain a volfage  whose
amplitude is a measure of the frequency and can there-
fore be used to control the speed of the d.c. motor. In
other words, the RC network acts as a speed reference.

Summary. The ‘VLP’ record player is equipped with control
mechanisms for focusing the optical system on the surface of

‘the record, centring the scanning spot on the track, tracking, and

keeping the speed of the record constant (25 rps). The focusing
system has a reduction ratio of over 500 at 25 Hz and derives its
error signal from a capacitive sensor. The objective drive is
similar to that used in a moving-coil loudspeaker. The centring
system also has a reduction ratio exceeding 500 at 25 Hz but
here the error signal is obtained by optical means. The scanning
spot is displaced by a small pivoting mirror which is driven by a
rotating-coil system. For continuous tracking purposes a car-
riage moves the entire optical system radially, with the control
system ensuring that the average deflection of the mirror remains
small. The speed-control system (accuracy 25 Hz 4 0.1%)
consists of a tachogenerator and a d.c. motor plus a precision-
element network that converts the tachogenerator output into a
control signal.
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A simple model for alloys

A. R. Miedema

II. The influence of ionicity on the stability
and other physical properties of alloys

Introduction

In the first part of this article [*] it was shown that a
very satisfactory description of the energy effects
encountered in the alloying of transition metals can be
obtained from a model in which the basic starting point
is the idea that the metal atoms in an alloy remain very
similar to those in the pure metals. The heat of forma-
tion of the alloy arises because on one hand the chem-
ical potential of electrons must become equal for both
kinds of atomic cells, while on the other hand the
discontinuity in the electron density (in electrons per
c¢m?) that appears at the boundary of dissimilar atoms
has to be smoothed out. This gives:

AH = f(c) [— Pe(AD*)® + Q(Anws)?]. (1)

Here AH is the formation enthalpy of the alloy, f(c) is
a symmetrical function of the concentration of one of
the metals and A®* and Anws represent the dis-
continuity in electronegativity @* and electron density
nws at the boundary between dissimilar atomic cells; e
is the electronic charge and P and Q are constants.
Equation (1) describes the alloying behaviour of tran-
sition metals with one another and of transition metals
with Cu, Ag, Au, Li, Ca and Sr. If transition metals are
alloyed with trivalent or polyvalent non-transition
metals, an extra negative contribution to the heat of
formation appears, which is independent of which
particular transition metal is alloyed with which partic-
ular p electron metal from the group Al, Ga, In, Tl,
Sn, Pb, Sb and Bi:

AH = f(c) [— Pe(AD*)? + Q(Anws)2— R].  (2)

The validity of this equation was demonstrated in
Part I, and it was explained there how the parameters
&* and nws can be obtained. Values for the ratios
Q/P and R/P of the constants in various cases can also
be obtained from the analysis of the sign of the heat of
formation.

In this second part we shall first be concerned with
the absolute values of AH, that is to say we determine
f(c) and the value of P, quantities that can be used to

Dr A. R. Miedema is with Philips Research Laboratories, Eind-
hoven. .

calculate the heat of formation for any alloy of a tran-
sition metal. This is followed by a discussion of the
heat of mixing of liquid metals, from which it can be
concluded that equation (1) is also valid for (liquid)
alloys of two non-transition metals.

Finally, the significance of charge transfer for the
physical properties of alloys is examined. In the case
of the heat of formation it was essential that the chem-
ical potential of the electrons was made the same for
the different atomic cells in an alloy. The transport
properties, which are largely determined by the contri-
bution of the d electrons to the conduction band, are
strongly affected by this transfer of charge, particularly
in the transition metals. In the present context these
properties are of interest both in themselves, and also
because they provide the information from which the
quantitative relation between difference in electro-
negativity and charge transfer can be derived.

Absolute values of AH

In equations (1) and (2) another unknown apart
from the constants P, @ and R is the dependence of
AH on the concentration c. In addition, although values
for Q/P and R/P were found in Part I, no value was
found for P.

Let us start with f(c). For solid solutions the function
would be expected to be f(c) = ¢(1 — ¢) if ¢ is the con-
centration of one of the two metals, and size mismatch,
Brillouin-zone effects and short-range order do not
come into play. In ordered compounds no difference
from statistical solid solutions would be expected pro-
vided that the concentration of one of the metals was
small (again assuming that elastic energies associated
with a difference in atomic size are relatively small; this
is in fact almost always so if |AH| is fairly large — i.e.
if A@* is large). This means that the heat of formation
of ordered alloys in fig. 14 should lie between curve I,
which is the parabola ¢(1 — ¢) for solid solutions, and
the curves 2, the tangents to the parabola at ¢ = 0 and
¢ = 1. An impression of the shape of f(c) can be ob-
tained by comparing the heat of ordering with the total
heat of formation for say 50/50 alloys possessing an
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ordering temperature. These results suggest that on
average the heat of ordering contributes about 309 of
the total negative heat of formation.

It is also possible to estimate f(c) from experimental
values of AH, provided that for a particular system
there are a large number of ordered structures for which
AH has been measured. These results have been
plotted in fig. 14 for Ni-Al, Co-Al, Cd-Mg, Cu-Zn and
the Pd-Al system, all systems whose measured AH
values lie fairly symmetrically about the vertical
¢ = 0.5. The results have been normalized with respect
to the parabola ¢(1 — c¢) by ensuring that at low con-
centrations the correct derivative is obtained. Close to
the concentration 0.5 the difference between the solid
curve and the parabola is about 309, of f(c); this
agrees with the values for the relative magnitudes of
the ordering energies.

In principle it is now possible to determine the param-
eter P by comparing experimental values for the heat
of formation of alloys (and not just the sign) with equa-
tion (1) or (2), since the ratios Q/P and R/P have
already been found. Little experimental information is
available about the absolute value of AH for cases in
which A®* or Anws, and hence AH, are large. Fig. 15
shows all the AH values that clearly differ from zero
and are related to the groups discussed earlier (two
transition metals, transition metals with p metals and
hydrides). To find P, AH is plotted against the quantity
f(c) [—e(AD*)2 + (Q/P) (Anws)2— R/P], making use of
the values found earlier for Q/P and R/P; R is of course
put equal to zero for the hydrides and alloys of two
transition metals. The amount of data available is too
small to be able to determine whether P has a different
value for the three groups of alloys. When all the
results are taken together the mean straight line corre-
sponds to P = 0.85 V-1 A detailed table has been
shown elsewhere [9) in which the AH values calculated
with this value of P for all the alloys quoted have been
compared with experiment.

Alloys of two non-transition metals. Liquid metals

To what extent do the model, and with it equation
(1), also describe the alloying behaviour of non-tran-
sition metals ? It is known that for example in the com-
pounds or elements with the diamond-type structure
(GaSb, InAs, Si, Ge) a large contribution to the energy
originates from Brillouin-zone effects. The presence of
eight valence electrons per unit cell makes these ‘metals’
semiconductors. The relatively large energy gap at the
Fermi surface causes a fairly large decrease in energy.
An impression of the magnitude of this energy contri-
bution can be obtained from the latent heat of fusion,
which is considerably larger for the four semiconduc-
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Fig. 14. The heat of formation AH of an ordered alloy (or com-
pound) of two metals as a function of the atomic concentration c.
Curve 1 represents the parabola that would be expected for
solutions in which the metal atoms are statistically distributed
over the lattice sites. The curves 2 give a lower limit for the factor
f(c) of equation (1) in ordered alloys. O Ni-Al, [ Cd-Mg.
V¥ Co-Al, A Cu-Zn, @ Pd-Al. The data have been taken from
the publications of notes [16] and [17].
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Fig. 15. Determination of the parameter P in the ionic energy
contribution —Pe(AP*)2, The value of P can be derived from
the slope of the straight line through the origin giving the best
fit to the plotted points. @ Alloys of two transition metals.
O Alloys of transition metals with non-transition metals of
valency greater than 2. A Hydrides of transition metals.

[¥1  A. R. Miedema, A simple model for alloys, I. Rules for the
alloying behaviour of transition metals, Philips tech. Rev. 33,
149-160, 1973 (No. 6).

(161 R, Hultgren, R. L. Orr, P. D. Anderson and K. K. Kelley,
Selected values of thermodynamic properties of metals and
alloys, Wiley, New York 1963.

171 M. Ettenberg, K. L. Komarek and E. Miller, Metallurg.
Trans. 2, 1173, 1971. ]
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tors mentioned above than for ordinary metals, whose
latent heats of fusion are usually all very similar. The
contribution of Brillouin effects to the heat of forma-
tion can be estimated from the unusually large latent
heat of fusion. It is clear that this contribution only
becomes comparable in magnitude with the terms of
equation (1)'for crystals with the ZnS or NaCl structure.

In liquid alloys there should in principle be no Bril-
louin-zone effects. The equation

AH = ¢(1— ¢) [—Pe(AD*)?2 + Q(Anws)?] (19

would therefore be expected to apply for two non-tran-
sition metals.

In the first article of note [9], which presented an
analysis of liquid metals with @* = @, this relation
has already been fairly clearly established. It is inter-
esting to note that (1) is very similar to the equation
used by N. F. Mott to predict (to an accuracy of 80 %)
whether two liquid metals were miscible. Mott used
the electronegativity X, which we know to be approx-
imately proportional to @*, and a positive term pro-
portional to [A(Ey/Vm)¥]2, where Ey is the latent heat
of evaporation of a metal. The parameter nws used
here represents [A(KVm)~%], and since the compress-
ibility K is approximately inversely proportional to
the latent heat of evaporation this means that Mott’s
equation is almost identical with equation (1). Com-
paring the absolute values found with the two equa-
tions shows that for liquid metals Q is relatively a little
higher than we found for the solid transition metals.
The conclusion is that the difference in electronegativity
and in electron density are also responsible for the
greater part of the heat of mixing in non-transition
metals. The size mismatch between the atoms of an
alloy also contributes to some extent to the positive
terms in AH (which can lead to decomposition in the
liquid phase), but this contribution is considerably
smaller than has recently been suggested by B. Predel
and H. Sandig (18], It is perhaps fairly obvious that
energy effects depending on a difference in atomic size
could be confused, for disordered solid and liquid al-
loys, with effects due to difference in density. Metals

" that differ considerably in electron density at the
boundary of the atom will in general also differ consid-
erably in atomic radius. :

Magnetic properties and charge transfer

In the model presented here it is of essential impor-
tance that the negative term in the heat of formation of

alloys is concerned with the transfer of electrons, and

hence with ionicity. How large is the charge transfer
in a particular case, expressed for example in numbers
of electronic charges per atom ? It is also interesting to
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consider to what extent charge transfer affects other
properties of alloys besides the heat of formation.

In our model, in which the negative part of AH is
determined by f(c¢) and A®*, the charge transfer per
atom will also be a function of only ¢ and AD*. If &*
does indeed represent the value of the chemical poten-
tial for electrons in the correct units, then the ionic
contribution contained in AH is equal on one hand
to —P f(c) (AD*)2, but we also have:

AH = —cae AZx AD*[2. 3)

The quantities ¢4 and AZ4 represent the concentration
of metal A and the charge per atom A in the alloy. The -
equation states in fact that the total charge displaced,
caeAZ,, is on average transferred over the half poten-
tial difference, A@*/2. (During the transfer of charge
this potential difference is gradually reduced from
AD* to zero; the average potential difference was
AD*[2)) From the above it follows that

AZj =2 AD* £(c) P'lca. C))

We now distinguish between P’ and P, since it is not
certain that the @* scale does in fact give the chemical
potential in the correct units. We do know that our
scale is a good relative measure of the chemical poten-
tial, but in the procedure selected it is by definition
normalized to the scale of the work function @. If how-
ever there is a proportionality constant relating @ and
@*, then it will also apply to the quantities P and P’.

For solid solutions f(c) is equal to ca(l — c4), and
(4) therefore becomes:

AZj =2 AD*(1 — ca)P'. (5)

The value of P’ can be derived from experiments in
which AZ manifests itself in some other way than a
reduction of energy. An example for the transition
metals is given by the magnetic properties.

Infig. 7 (Part I) the three groups of the 3d, 4d and 5d
transition metals were quoted together, with the
appropriate values of @*, The partially filled d shell
indicates that for these metals the d levels make a
considerable contribution to the density of states at the
Fermi surface. This is associated with a relatively large
contribution to the linear term in the specific heat of
metals and a large contribution to the temperature-
independent (Pauli paramagnetic) susceptibility (for
4d, 5d and some 3d metals) or the ferromagnetic be-
haviour (for other 3d metals).

The charge-transfer effect can have a considerable
effect on the magnetic behaviour of alloys. In the alloy
PdgY — formed from the last and the first transition
metal of the 4d series — the difference in @* is very
large. The Y gives up electrons, the Pd receives elec-
trons. The effect is as if Y displaces itself to the left in
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the periodic system, thus losing its transition-metal
character. The Pd displaces itself to the right, the d
levels become completely filled and Pd becomes dia-
magnetic, like Ag. As a result the alloy PdsZr does not
have the properties of a transition metal (the high
susceptibility). This change in properties when the
number of d electrons becomes very small or is in-
creased to ten allows an estimate of charge transfer to
be made. The magnetic susceptibility of solutions of
Zr in Pd decreases sharply with increasing Zr concen-
tration and appears to go to a ‘diamagnetic’ value for
12.5 at.%, Zr (the compounds PdsZr and PdsZr are
also diamagnetic). From equation (5), and assuming
that pure Pd metal has a number of 0.35 holes in its d
level then it follows from the diamagnetic nature of
Pdg7.5Zr12.5 that P' = 0.55 V-1. Comparable values
for P’ also follow from the magnetic properties of
alloys of Co and Ni with the transition metals of the
first two columns, if again it is assumed that the absence
of ferromagnetism in intermetallic compounds of Co
and Ni at T = 0 indicates an almost completely filled
d level. On average we find that P’ ~ 0.6V-1
(see note [9]).

Charge transfer can also be estimated from experi-
ments on X-ray fluorescence (A. Wenger et al. [19]),
Wenger obtained a value for the change in the number
of d electrons at the Fe and Co sites in compounds with
Al The value of P’ in this case is again in the region of
0.6 v-1,

Note that the value found for P’ corresponds to a
relatively large charge transfer. In a disordered AB
compound with AP* =1V equation (5) shows that
the charge is given by A-0-6B+0.6; here it should not be
forgotten that on one hand still greater values of AQD*
can be found in practice, while on the other hand AZ
is larger by a factor of 1.5 in ordered AB alloys (i.e.
compounds).

The value found in this subsection for P’ (0.6 V-1)
differs from the value found for P (0.85 V-1) when the
calculation is based on energy data alone. As was noted
earlier, this does not necessarily mean that the model
is ‘wrong’, but it can be taken as an indication that the
scale of @* ought really to be stretched by a factor of
1.4 to enable the internal chemical potential to be
expressed in the correct units. On further consideration
this result suggests that a proportionality exists between
the work function @ of a metal, the discontinuity D
in potential that is present because there is an electric-
_' dipole layer at the surface of a metal, and the chemical
potential @*, which relates to the interior of a metal.
The difference between P and P’ suggests that

@ :D:0*=1:04:14

could be a general’relation for all metallic elements.
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JTomicity and the physical properties of alloys

In the previous section the initial assumption in
seeking quantitative data for the relation between the
charge transfer per atom and the difference in electro-
negativity was that it was possible to derive information
about the ionicity not only from the energy effects
but also from the magnetic properties of alloys,
for example. In fact, a basic assumption is involved
here. In the model, as it was used in consider-
ing heats of formation, it was assumed that the
distribution of charge (electrons) in the crystal lattice
of an alloy could be found by first taking the charge
distribution for the two kinds of pure metal and then
applying an important correction (making @* equal)
to this distribution. In the description of magnetic
properties we have gone much further. Here it has been
assumed, for example in the case of the Pd-Zr alloys,
that in the resulting distribution obtained for the alloy
the original metals would still be clearly distinguishable.
To give a picture of the situation it is assumed that the
electron states (wave functions) of the alloy can be
represented to a good approximation as a combination
of Pd-like states and Zr-like states. In the alloy, in this
explanation of the diamagnetic nature of Pdg7.5Zr12.5,
Pd has obtained a completely filled d level while that of
Zr has become completely empty, so that the resulting
metal has lost its transition-metal nature.

It is by no means obvious that electron states in an
alloy can be obtained by adding metal A-like states
and metal B-like states together, although this picture
has been fairly widely used in descriptions of magnetic
properties of Pd, Ni or Co alloys. No theoretical justi-
fication for this has been given; a possible qualitative
explanation could be that the ‘overlapping’ of electron
states of neighbouring atoms is relatively small in a
lattice of transition-metal atoms, i.e. nws is small com-
pared with the average density of d electrons in het
atomic cell. A metal can be thought of as being made
up from a number of free atoms that are first located a
long way apart and then gradually approach one
another. In this picture transition metals are metals in
which the original free atoms have not yet come very
close together. The ‘overlap’ still remains small; on
this basis it might be expected that the properties of
free atoms (and in alloys those of the differing atoms)
could be recognized in the metal. In non-transition
metals, on the other hand, nws is not small compared
with the average d electron density and the atomic
nature is lost. ) » a

In spite of the doubt, for theoretical reasons, about
an atomic description of the physical properties of

(18} B. Predel and H. Sandig, Z. Metallk. 60, 208, 1969.
(191 A. Wenger, G. Biirri and S. Steinemann, Solid State Comm.
9, 1125, 1971. :
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alloys of transition metals, this kind of description has
been found to give surprisingly good results in practice.
For example, it has been found possible to give a simple
formula for the specific heat at low temperature y
— which is a measure of the density of electron states
at the Fermi surface — for solid solutions of transition
metals. It is assumed in the first place that y is atomic
in nature for transition metals: y is mainly determined
by Z, the number of valence electrons per atom. For
an alloy of two metals A and B it is assumed in the
second place that '

Yall = CAYA + CBYB. ™

Here ypa is the y value for the A atoms in the alloy, and
yg is the y value for the B atoms; y4 and ¢ depend
on the number of valence electrons possessed by A and
B in the alloy. This number is found for each type from
the number Zj that applies for the pure metal, and the
electron transfer AZ in the alloy:

Z = Zo + AZ. ®)

For Ti, Zr and Hf Z, is equal to 4, for V, Nb and Ta
Zyis equal to 5, for Cr, Mo and W Z, is equal to 6, etc.
(fig. 7, Part I). The value of AZ follows from equation
(5) with P’ = 0.6 V-1, Before we can use the formula,
we still need to know the relation between y and Z.
This is given in fig. 16. The curve goes through the
points for the pure elements, and is drawn in such a
way that all the known data for paramagnetic tran-
sition metals are well reproduced. Fig. 17 shows that
with the simple formula a good agreement is obtained
between calculated and measured values for a large
number of alloys.

A similar atomic description also serves for the
transition temperature for superconductivity in solid
solutions of two transition metals. The assumption that
electron states of metal A and of metal B can be added
together corresponds to the addition of [In(7¢/®p)]!
for those metals in the theory of superconductivity. The
transition temperature 7 is measured with respect to
the Debye temperature (@p) for the lattice vibrations.
Equation (7) now becomes:

-1 -1 -1
[ln(Tc/@D)] = [111(1"¢/@]))]A +oen [ln(Tc/QD)L.
al

©)

The characteristic function that represents the
dependence of Te/@p on Z is shown in fig. 18, in which
Te/Op is plotted to give a linear curve for In(Te/@p)-1.
Although equation (9) is slightly more difficult to use
than equation (7), the ‘recipe’ for finding the T, of
alloys of transition metals is really quite simple. The
results obtained on comparing the calculated and
measured values are again surprisingly good 9, A
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Fig. 16. The coefficient i of the linear term in the specific heat of
metals, plotted against the number of valence electrons per
atom Z for the 4d and 5d metals. To give an example of the way
in which equation (7) is applied the figure shows the Z values
for Ta and Re in an alloy TasoReso that does not in fact exist
as a solid solution. The value Zy of Z for the metals in the pure
stateis 5 for Ta and 7 for Re.

simple demonstration of the applicability of the atomic
curve for T¢/@p as a function of Z shown in fig. 18 can
be found in the change in T¢ of Nb in alloys with small
quantities of a second metal. As fig. 18 shows, pure Nb,
for which Zy = 5, lies at a point of the curve at which
the derivative of T¢/@p with respect to Z has a high
value. If a metal is dissolved in Nb, then it is relatively
unimportant that the second metal gives a character-
istic contribution to [In(7¢/@p)]! different from that
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Fig. 17. Comparison of experimental data on y for solid solutions
of two transition metals with the values y¢a1, calculated from
equation (7). The points lie close to a straight line of slope 1.
The figure shows which types of alloy the various kinds of points
in the figure refer to.
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Fig. 18. The ratio T¢/Op of the temperature at which a transition
metal becomes superconducting and its Debye temperature,
plotted against Z, the number of valence electrons per atom. The
solid curves apply for 5d metals, and the other curves for 4d
metals.

given by pure Nb. However, it is important that the
dissolved metal can change the Z of the Nb. If the
dissolved metal takes up electrons from the Nb (if it
is more strongly electronegative than Nb, higher @*)
then T¢/Op will decrease; if the dissolved metal gives
up electrons, then T will be able to increase because
of the high value of the derivative of T/ @p with respect
to Z at the location of Nb on the curve. In this argument
it would be expected that the change in T, for niobium
on the solution of small concentrations of a second
metal would chiefly be determined by A®* between Nb
and this metal. The truth of this prediction is shown in

100K 50K
dT/dc
50 0
0 =50
=50 -100
- 1 t 1 1 -]
100 =1 1) 1 2 3V50

Fig. 19. The derivative of the transition temperature for super-
conduction T¢ with respect to the concentration ¢, plotted against
the difference in electronegativity A®* for diluted Nb (111 and
Ti alloys (20, (The Ti alloys had 59 of Rh added to stabilize the
b.c.c. structure.) For each of these alloys the points lie very nearly
on a straight line; the line for the Ti alloys rises for increasing
AD*, the other one fills.
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fig. 19, in which dT,/dc, the change in T, with the con-
centration of metal added, is plotted against A®*. The
metals with the higher values of @* reduce T. very
noticeably; the relation between d7T¢/dc and AD* can
be approximated quite well by a straight line. Fig. 19
also shows the change in T¢ for Ti in alloys, plotted
against A@* for the dissolved element. The slope of the
curve of T/ @p as a function of Z is also relatively large
for Ti (Zy = 4), but the sign is different. .

As was noted at the beginning of this section, there
is no obvious reason for using an atomic description
for alloys of non-transition metals; we can only say
that it does appear to describe energy effects. It is
consequently more difficult to justify the use of Wigner-
Seitz cells for these alloys. A definition that appears
reasonable for the boundary between neighbouring
atomic cells in a transition metal is the minimum in the
electron density as a function of location. This is no
longer possible in non-transition metals, and it will be
obvious that it is difficult to speak of the transfer of
electrons while it is not in fact possible to define the
location of the boundary between atoms A and atoms
B. It is also much less obvious which physical proper-
ties will be affected by the transfer of charge. Whether
Nat+05K -0'5 or Na-0"5K+0'5 js written as the formula
for an Na-K alloy does not affect the metallic proper-
ties at all. Similarly, it makes no obvious difference to
the semiconductor properties of GaSb whether we are
dealing with Ga*Sb-, GaSb or Ga-Sb+*. However, the
existence of charge transfer can be observed indirectly
in the change in total volume on the alloying of two
non-transition metals, from the appearance of electric-
field gradients (which can for example be studied ‘at
the locations of atomic nuclei in nuclear-resonance
experiments), or from measurements of the isomer
shift in Méssbauer-effect experiments. Let us consider
Ag and Au in such an alloy of two non-transition
metals. The two metals both have the f.c.c. structure
and very nearly the same atomic volume. Nevertheless,
a fairly large isomer shift is found in Mdossbauer
experiments on Ag-Au alloys. This shift is a direct
measure of the probability of s electrons arriving at the
location of the nucleus of Au. While it is true that it is
not (yet) possible to convert a change in isomer shift
into a transfer of charge, it is indeed possible to see
that the ionicity does have consequences for the phys-
ical properties, and not only for the transition metals.

To summarize quickly the results of the second part
of this article, we see that in alloys of two transition
metals the negative contribution to the heat of forma-
tion is almost entirely determined by the difference in
electronegativity A®*. Difference in electronegativity

1200 Ch. J. Raub, Z. Physik 178, 216, 1964. _
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signifies transfer of charge. This is large: AZ is pro-
portional to A®*, and for solid solutions the propor-
tionality constant is given by 1.2 (1 —c). Physical prop-
erties of transition metals can be particularly sensitive
to electron transfer, as has been shown in this article
for the contribution of the electrons to the specific
heat and the transition temperature T, for super-
conduction.

SIMPLE MODEL FOR ALLOYS, I
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Summary. This part of the article first treats the influence of the
concentration on the heat of formation of alloys and the value of
the coefficient¥of the electronegativity contribution, from which
the absolute Value of the heat of formation can be calculated. It
is found that the relation derived in I for the heat of formation of
alloys of two transition metals is also valid for liquid alloys of
two non-transition metals. Difference in electronegativity signifies
transfer of charge, to which the physical properties of transiticn
metals can be very sensitive; this is demonstrated for the electrc n
contribution to the specific heat and for the temperature at which
the alloy becomes superconducting.
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junction FETs for the first stage in telecommunication
receivers remained largely unrealized. The very low
input cross-modulation, compared with that of the
ordinary transistor, which was expected on account of
its square-law characteristic, has been found unattain-
able in practice, for one thing because of the need to
transform the signal from the (low impedance) aerial
to the correct level for the impedance of the junction
FET input. There are also indications that electron-
velocity saturation in high-transconductance tran-
sistors has an unfavourable effect on the distortion.

Because of requirements that are very nearly irre-
concilable, it is very difficult to incorporate the junc-
tion FET in an integrated circuit. For instance, a
thin high-conductivity channel is required for a junc-
tion FET with a high transconductance, but this re-
quirement is positively disastrous for the breakdown
voltage of a bipolar transistor included in the circuit.
Hardly anyone has yet succeeded in designing good
integrated operational amplifiers with a junction FET
input. To match the two FETs of the differential input
stage the transistors usually have to be twisted around
the chip like a pair of snakes!

A climax in the development of the junction FET
was reached some time ago when a field-effect device
surpassed the power amplification performance of the
bipolar transistor in the microwave region (fig. 3). An
interesting aspect in the achievement of this record is
that silicon, the dominant material in transistor manu-
facture, was replaced here by gallium arsenide, because
this material has a higher electron mobility and thus a
shorter electron-transit time (5, Although gallium
arsenide has certain properties that make it less suitable
for the fabrication of ordinary transistors, these do
not matter so much FETs. Whether this development
will lead to large-scale application is doubtful, how-
ever, since in practice the bandwidth of a FET ampli-
fier is much smaller than would be expected from the
cut-off frequency given in fig. 3, because of its high
impedance.

The use of the MOS transistor in linear electronics
has largely been a failure; but with one exception: the
ideal insulation between gate and channel makes the
MOST an unrivalled electrometer. MOST integrated
circuits have not, however, been able to replace valve
circuits directly. This is very easily explained. Although
the combination of one MOST as an active element
in series with another MOST as the load forms an
ideal amplifier which in principle takes up less chip
area than its bipolar counterpart, a difficulty arises at
the input and output of the circuit, where only tran-
sistors of relatively large dimensions can operate. At
the input, this need for large size is connected with the
~ signal-to-noise ratio, the drift and the ability to with-
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Fig. 3. Increase in maximum useful frequency of bipolar and
field-effect transistors in recent years. The field-effect transistor
(curve FET) took over from the bipolar transistor (curve BT)
some years ago.

stand interfering electrostatic charges, whereas at the
output the dimensions have to be large to obtain a
high transconductance at higher current. In the output-
transistor the very much poorer ratio between trans-
conductance and current — 1 or 2 compared with 40
for a bipolar transistor — also creates difficulties. An
all-MOST circuit will only be attractive for circuits
with a large number of internal stages, but linear cir-
cuits are not usually so large.

Finally, a word about the noise level of the MOST,
which is relatively rather high, particularly at low
frequencies, and is usually about ten times greater than
that of the FET. Although this effect has not yet fully
been explained, there are nevertheless some indications
that the noise is due to a slow interaction between the
free charges in the channel and traps situated in the
silicon-oxide interface [6). Although progress in pas-
sivation has brought with it a gradual reduction of the
noise level, the decay time involved has certainly
thinned out the supporters in the course of time.

The picture, however, is not an entirely gloomy one.
Indeed, it has recently come to appear that MOST
integrated circuits have a great future ahead of them
in the field of large logic circuits.

‘What is the reason for this breakthrough, and why
has it come so late? The answer is evident; the use of
MOST technology leads in many cases to lower system

[21  See the introduction to the article by H. C. de Graaff and
H. Koelmans in Philips tech. Rev. 27, 200, 1966.

31 See forexample J. A. Appels, H. Kalter and E. Kooi, Philips
tech. Rev. 31, 225, 1970.

11  See for example F. Faggin and T. Klein, Silicon gate technol-
ogy, Solid-State Electronics 13, 1125-1144, 1970.

[51 W. Baechtold, W. Walter 'and P. Wolf, X and Ku band
GaAs M.E.S:F.E.T., Electronics Letters 8,-35-37, 1972.

61 F. M. Klaassen, Characterization of low 1/f noise in MOS

*  transistors, IEEE Trans. ED-18, 887-891, 1971.

.-
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costs, and in the second place the permissible dissi-
pation imposes less of a restriction on the number of
transistors to be integrated. These facts are sufficiently
important for us to go somewhat deeper into a number
of aspects.

- One of the basic circuits with which all logic opera-
tions can Be carried out is the MOST inverter [71. This
consists of two very small transistors in series, one of
which functions as an active switching element and the
other as a passive load (fig. 4). Compared with bipolar
circuits, which are often no more than IC translations
of discrete-component solutions, a combination of
this type is not simply a more advanced form of inte-
gration; it is also more compact, since not a single
resistor is required anywhere in the circuit. In bipolar
ICs it is the resistors that are the expensive items since,
particularly in circuits with low dissipation per gate —
a first prerequisite in large-scale integration — the
resistors have to have a high value, which means that
they take up a lot of chip area. Also, the MOST, unlike
the ordinary transistor, does not have to be completely
electrically insulated from the substrate, and further-
more the number of process steps is somewhat smaller.
Although the miniature MOST switches are not directly
accessible from outside, so that it is always necessary
to have a buffer output stage which takes up a relatively
large amount of space, this is not a serious drawback
in large logic circuits with many internal operations or
repetitive functions, such as shift registers and mem-
ories, and the internal saving in space can then be
fully exploited. Depending on the size of the individual
circuits, it is found in practice that MOST circuits are
dabout one-and-a-half to three times smaller; not ten
times, as is often maintained.

In itself a high packing density — often measured in
terms of the number of gates per cm2 — is scarcely an
overriding argument for immediately choosing MOST
systems. A second important factor with a considerable
bearing on costs should not be overlooked, and this
is the yield of the process adopted, the result of skilful
‘helmsmanship among all manner of technological
rocks and shoals, such as gaps in narrow metal tracks,
the occurrence of parasitic channels or diode leakage
currents, defects in epitaxial layers and faults in masks,
which all too often require a great deal of patience and
effort to trace, diagnose and eliminate. It will also be
evident that in itself the yield is in turn a function of
the desired packing density, which can make optimum
costing a very complicated matter.

Finally, there is a third aspect that must not be
forgotten. Once the yield of a particular process is
reasonably high, the aim will then be to cut down on
external connections and to integrate a number of
functions; in other words, efforts will be made to com-
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bine subsystems of greater functional complexity on
one chip to form a complete system. Although this
involves a reduction of transit-time delays within the
system, the main advantage of a minimum of connec-
tions is that of lower costs. For notwithstanding all
the ingenuity and the inventiveness brought to bear on
the problem of rapidly developing IC technology, we
have the ironic situation that even in a large circuit the
costs of encapsulation and interconnections are of the
same order of magnitude as those of the inspected and
tested chip. Nevertheless a limit is set to the maximum
size of such an IC, because, irrespective of trivial causes
of poor yield, in the present state of silicon technology
the yield rapidly deteriorates when a certain chip area
is exceeded. The economic limit is at present between
10 and 20 mm?2, but is rising only very slowly, so that
for more complex integrated circuits there is more to
be expected from minimizing the components -than
from maximizing the chip. This is one reason why the
higher packing density of the MOST may sometimes
tip the scales in its favour.

Apart from the density the permissible dissipation
also plays a role in the MOST/bipolar controversy.
Since it is almost impossible to make high-value resist-
ors of small dimensions in conventional bipolar technol-
ogy, the maximum number of transistors to be inte-
grated is usually limited to a thousand. MOST systems
involve fewer limitations, partly because of the tem-
porary storage effect of the gate, a unique feature of
the MOST enabling versions of the simple inverter to
be made in which d.c. current is eliminated by the use
of pulse techniques (fig. 5). Although this entails the
use of extra circuits which regularly restore the logic
information attenuated by stray leakage currents,
relatively few are required in large integrated circuits.
Dynamic logic circuits of this type only use energy for
periodically charging or discharging minute internal
capacitances, so that depending on the clock period the
dissipation can be reduced by several orders of magni-
tude compared with static systems. If, as technology
advances, more than ten thousand components can
ever be accommodated in one IC, this fact will
decisively tip the scales in favour of the MOST.

By about 1970 the P-channel MOST technique had
progressed, partly because of the suitable level of the
logic thresholds, to a stage that enabled a successful
assault to be made on the stronghold of the bipolar
transistor. In this victory the silicon gate mentioned
earlier played a decisive role. One reason for this was
that a low dissipation per gate could be achieved,
because of the low threshold voltage and the related
supply voltage, while at the same time the logic levels
are well matched to those of the bipolar systems.
Recently we have also seen the emergence of N-chan-
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nel systems which, in spite of the rather more prob-
lematical threshold voltage and a greater risk of
parasitic channels, are a more attractive proposition
because the higher electron velocity reduces the average
delay time per gate by a factor of three. Thus, while
this technology leads primarily to faster systems, an
alternative choice presents itself at the same time. If
the greater speed is not required, there is the option of
reducing the supply voltage, and this can be anticipated
in the design by packing the transistors even closer
together. The result is a lower energy consumption per
gate and a higher packing density.

It is in fact the delay time that is the Achilles heel of
MOST systems. In a circuit the delay is mainly deter-
mined by the charge that has to be fed in or out at the
output by the current through one of two MOS tran-
sistors. The charge to be displaced is of course equal
to the product of the output capacitance and AV, the
difference between two logic levels. If we compare the
MOST circuit with its bipolar equivalent in this respect,
we find that whereas there is not much difference in the
size of the displaced charges, the average charging
current is so much smaller in the MOST that the final
result turns out to be much less favourable for the
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Fig. 4. MOST inverter, as used in integrated digital MOST
circuits.
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Fig. 5. Another version of the inverter circuit of fig. 4, in which
there is no d.c. current because pulse techniques are used.
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MOST delay time: in the simple P-channel circuit it
can easily be 20 times greater. However, this very
much poorer result is due not entirely to the lower
effectiveness of the MOST as a switch, but partly to
the higher resistance that the load MOST should have,
compared with the active switch, to give an- acceptable
noise margin. For this reason efforts are now being
made to make MOST logic a great deal faster by using
various alternatives.

One of the most attractive alternatives is the com-
plementary inverter, which can consist of an N-channel
switching transistor and a P-channel load transistor.
Apart from the advantage that this combination by its
very nature passes no d.c. current, the switching is also
faster since the output is charged or discharged by two
opposing current generators.

In spite of the very much slower response of the

. MOST at the present time, MOST technology is

already potentially capable of many and various
applications in electronics. Subjects that come to mind
include computer logic outside the central processor,
desk calculators, electronic telephone exchanges, opto-
electronics, watches and industrial control equipment.

A spectacular example of MOST circuits is to be
found in the development of the semiconductor ran-
dom-access memory. Here, starting with a static cell
with six MOST transistors, and proceeding via a
dynamic cell with three transistors, it has now been
found possible to produce a dynamic memory with one
MOST per cell 8. The enormous gain in chip area
achieved with this system far surpasses the extra space
required for the ancillary circuits, so that a monolithic
4096 bit memory is now in an advanced stage of devel-
opment. With this last example MOST technology has
penetrated deeply into the world of large-scale inte-
gration (LSI), and indeed some ten thousand com-
ponents can be packed in this way in an area of only
10 mm?.

In this complex field MOST technology is now
clearly dominant, and MOST circuits already have a
25% share of the 700 million dollar market for digital
semiconductor devices. According to some estimates,
this percentage will be as high as 60% in a few years
time.

Should we now conclude that MOST technology is
going to maintain the dominant position within the
field of LSI, with perhaps a small corner reserved for
the bipolar transistor in applications where speed is
essential ? This is very. much in question, for new devel-

[71  See L. M. van der Steen, Digital integrated circuits with
MOS transistors, Philips tech. Rev. 31, 277-285, 1970.

81 C, W. Lambrechtse, R. H. W. Salters and L. Boonstra,
A 4096-bit one-transistor per-bit RAM with internal timing
and low dissipation, 1973 IEEE Int. Solid-State Circuits
Conf. Dig. tech. Papers, pp. 26-27.
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opments are under way that could well entail a resur-
gence of bipolar technology. I shall touch on two of
these developments here.

One line of development is connected with isolation
techniques. This is understandable, because the elec-
trical isolation required by a bipolar transistor inside
that monolithic circuit is one of the features that make
this transistor occupy a larger area than the MOST,
which of course requires no isolation. This is often
obtained by means of vertical P-N junctions but if they
are made by the conventional diffusion methods they
are rather wide. It has been found that better isolation
is achieved if narrow strips of silicon oxide are used.
The application of such strips is based on a local
oxidation technique known as LOCOS 9] (local oxi-
dation of silicon) or isoplanar technique. This method
also offers an additional gain of space, since the relative
positions of the transistors are automatically fixed and
because smaller resistors can also be used. A density of
fifty thousand gates is thus quite feasible, as demon-
strated by a fast static 1024-bit memory brought out a
few months ago, although it was rather more expensive
than the dynamic MOST equivalent.

No less interesting is a second development, which
is intended to correct the other shortcoming of the
conventional bipolar integrated circuit: the relatively
large area of high-value resistors, which are necessary
to provide acceptable dissipation in large circuits. Now
it was known that a complementary transistor could
take over the role of a resistor, but this does not result
in a more compact circuit. It is surprising that, after

(91  See Philips tech. Rev. 31, 276, 1970.
{101 C. M. Hart and A. Slob, Integrated Injection Logic (I2L),
Philips tech. Rev. 33, 76-85, 1973 (No. 3).
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some ten years of development work on digital inte-
grated circuits, there was still room for a new elemen-
tary circuit. I refer here to the integrated injection-
logic circuit (I2L), in which a simple complementary
transistor is combined with a reverse-biased bipolar
switch, which can be used for making any desired logic
circuit (101, This arrangement is so compact that it can
easily rival anything produced by MOST technology,
although it does not at the moment look like a threat
to the large MOST memories.

This concluding remark is in fact an indication that,
although a fierce struggle is going on at the moment
between the bipolar and MOST technologies to win
the favour of the system designer, there will ultimately
be room for both systems, each with their own area of
applications. But there is a large area where the dif-
ferences between the two are marginal, and here it will
not be easy for the electronics engineer to make his
choice. .

Summary. This article is a slightly abridged version of the address
given by the author in December 1972 on his inauguration as
Professor Extraordinary in Semiconductor Electronics at Eind-
hoven University of Technology. After outlining the changes
brought about in electronics by the invention of the transistor
and by the advent of integrated circuits, the author turns his
attention to the field-effect transistor, which had in fact long
been known but has only recently become of practical interest.
This applies particularly to the MOS transistor, which, in large-
scale integration (LSI) has become an important competitor of
the bipolar transistor. But in recent years considerable advances
have also been made in logic circuits using bipolar transistors,
such as injection logic (I2L). In the long run it is to be expected
that both types of transistor will find their own areas of applica-
tion. Many of the differences are now marginal, and the elec-
tronics engineer is faced with a difficult choice.
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Small electric motors

The history of the electric motor is already a long one. A recent feature is the marked
increase, in the last ten years or so, in the use of electric motors with a power rating of
less than one kilowatt. Nowadays hundreds of millions of these small motors are manu-
factured every year, and in some countries the total value of the annual production
exceeds that of the larger motors.

There are two main destinations for all these small motors: domestic use and automa-
tion. In the modern home they perform many duties — one motor may provide a
mechanical power of less than one watt for a record player, another a power of several
hundred watts for a large domestic appliance — and today a total of twenty or more
small electric motors can easily be found in a single home. In the automation of industrial
equipment small electric motors are used for all kinds of control, adjustment and other
processes that were formerly carried out by hand.

Since Philips are manufacturers of consumer articles and industrial control equip-
ment they have become manufacturers of large numbers of small electric motors; the
annual production now reaches tens of millions. This means that through the years a
great deal of research and development work has been done on motors; yet very little
on the subject has appeared in our journal. A

In the present issue and in two later ones, which will appear in the next eighteen
months, we wish to bring the motor research at Philips somewhat more into the lime-
light. We have selected a number of very different subjects from this research directed
towards small motors — often extremely simple in construction to keep the costs down,
but with the theory just as elaborate — and each of our ‘motor’ issues will therefore
have a very varied content. Thus articles will be found on progress in the theoretical
fields (single-phase synchronous motor, battery motor), as well as descriptions of new
constructions (vibrator, moving-coil motor, brushless d.c. motor) and methods for
electronic control of the speed of d.c. and induction motors. There are also a few articles
of a more general nature. One of these appears as the introduction at the fiont of this
first motor issue; it describes the operation and the characteristics of the various existing
types of electric motor, and can be taken as a fundamental background to the other
articles.
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In a.c. machines there is no need for a commutator;
use can be made here of the periodic change in-the
direction of the current in the a.c. mains. This means
that a relation must exist between the frequency of the
a.c. current and the speed of revolution of the machine.
In synchronous machines the number of revolutions per
second is proportional to the frequency of the current.
Synchronous machines are therefore widely applied
where constant speed is a first requirement. Then there
is the group of asynchronous motors; these motors run
at a speed a little lower than the ‘synchronous’ value,
and the difference (the slip speed) increases with the
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load on the motor. Because of this difference in speed
currents are induced in closed circuits in the rotor; this
induction is essential to the operation of this type,
which is therefore usually referred to as the induction
motor. The induction motor is the most common type
of a.c. motor.

In some applications the relation between the speed
and the mains frequency is a nuisance. One way around
the difficulty is to use a commutator, even though the
supply is a.c. This is because a commutator motor in
the correct kind of circuit can operate from a mains
supply of any frequency — and not just if that fre-

Table 1. Survey of the most important types of motor. The torque-speed characteristics show the
variation of the electromagnetic torque T¢ as a function of the rotational speed n of the motor.

Type Torque-speed characteristic Special features See page
Te .
@ Also applied as
~ | T stepping motor and 217
Motor with brushless d.c. motor
permanent-magnet rotor —n
Also applied as
Synchronous motors | ~ stepping motor and 223
brushless d.c. motor
Reluctance motor
hyst.
~ @ Self-starting 224
Hysteresis motor -
An external resistance Rext
~ in the rotor circuit can be
Motor with used for starting
slip-ring rotor Rext
5°3 Torque-speed characteristic
ﬁ%{ln;?;gn;gfo?_; ~ ' affected by shape of cage 226
(double cage, skin-effect cage)
Squirrel-cage motor
"'ﬁ] Skin effect in the rotor
is of major importance
Motor with
solid rotor
_ Permanent magnet
= - often used in small motors
Separately instead of field winding
excited motor
Commutator motors = \ 230
Shunt motor
Can also be used for a.c.
(universal motor)
Series motor
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quency is zero, as for a d.c. motor. In practice a motor
to be used in this way has to be specially designed, and
is called a universal motor. If such a motor is run from
an a.c. supply the currents in the rotor and stator wind-
ings continually change sign simultaneously. This
means that the interactive force, which is proportional
to the product of the two currents, maintains the same
sign.

The speed of a synchronous or asynchronous motor can also
be varied over a wide range if it is supplied from a source of
variable frequency. This requires the mains frequency to be con-
verted to another frequency; there are rotary frequency conver-
ters (a motor driving a generator) and static (or electronic)
frequency converters. In fact the operation of the commutator
in a d.c. or universal motor can also be considered as a frequency
conversion. This is why the combination of a synchronous motor
and a frequency converter is found to behave in a similar way to
a d.c. commutator motor under certain conditions.

Finally, there is the stepping motor [*1. This is
essentially a motor of the synchronous type, supplied
by electronically generated pulses of current. Each
pulse produces a constant angular rotation. The num-
ber of angular rotations (the ‘steps’) is equal to the
number of pulses applied, so that a digital signal is
converted into a mechanical displacement. Stepping
motors are used in applications such as numerically
controlled machine tools.

Motors of the various basic types listed here, except
perhaps the stepping motor, were in existence long be-
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fore the end of the nineteenth century [**1, Neverthe-

less, new developments are still under way. The main

trends are:

— Improvement of the various characteristic features
(the efficiency, the variation of torque with speed,
the starting characteristic, etc.).

— Increasing the power/weight and power/volume
ratios.

— Improving reliability and safety.

— Improving methods of motor control.

These developments are possible since improved

magnetic and insulating materials are now available,

computers can be used in design work, and new pro-
duction techniques can be used, such as sintering of
rotors. The availability of electronic components, in
particular thyristors and transistors, has also increased
the range of possibilities, especially in motor control.
We shall now examine the operation and character-
istics of the most important types of motor in more de-
tail, and derive an expression for the delivered torque.

Table I shows a diagrammatic survey of the motor

types examined in this article, with the page references.

Types with an external rotor, sometimes used in small

motors, are not described separately as they do not

differ in principle from the types with an internal rotor.

Since the synchronous motors to be discussed in this

article are of simple configuration, we shall start with

these. Asynchronous or induction motors and the
commutator motors will then follow.

I. Synchronous motors

The kinds of synchronous motor to be discussed here
all have a rotor with no windings. This rotor can be a
permanent magnet, in which case its magnetization will
give it a preferential position with respect to the
magnetic field produced by the stator windings. In
another type, the reluctance motor, the rotor is not
permanently magnetized, but is made from a material
of high permeability; this rotor is not cylindrical and
therefore has a preferential position for which the
magnetic resistance — the reluctance — of the magnetic
field is at a minimum. In both motors the stator wind-
ings excite a rotating magnetic field; the rotor tries to
maintain the preferential position with respect to the
field and rotates with it, provided that it is not pre-
vented from doing so by too great a load on the shaft.
In the third type of motor to be discussed, the hysteresis
motor, there is also a rotating stator field. This induces
a magnetization in the rotor, as in the reluctance motor.
The rotor is now cylindrical, however, and made of a
material that has considerable magnetic hysteresis. Be-

cause of this hysteresis the magnetization always lags
behind the direction of the rotating stator field, thus
giving a torque.

Synchronous motor with permanent-magnet rotor and
cylindrical stator bore

Let us now pass on to a calculation of the torque
operating on the rotor of a synchronous motor with a
permanent-magnet rotor. We shall assume here that
the motor is constructed as in the cross-sectional dia-
gram of fig. 3. A cylindrical rotor can rotate in the
cylindrical bore of the stator. The stator — usually
laminated in practice to reduce eddy currents, i.e. made
from a stack of thin stampings insulated from each
other — carries two ‘diametral’ windings I, 1’ and 2,2’.
In fig. 3 these are shown in the air gap, but in practice

[*]  We intend to publish a separate article on this subject in the
third issue on electric motors. (Ed.)

[**1 'We intend to include an article on the history of hte electric’
motor in the third issue on electric motors. (Ed.)
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Sst1)

—4[314-

Fig. 5. The variation of the current-density distribution Ss(1) of
stator winding I around the stator circumference of the motor
shown in fig. 4. The other curve shows a possible curve for the
rotor flux density Br around the stator circumference. The angle
characterizes this trapezoidal curve and the angle § represents
the width of the slots.

ference of the stator of the current-density distribution Ss),
applying to stator coil I, for the motor of fig. 4. The ‘current-
density pulses’ have the width of the slot opening and are reck-
oned as positive when the current flows ‘into the paper’ in fig. 4.
The other curve shown in fig. 5 is an example of a possible non-
sinusoidal flux-density distribution. A general method for the
calculation of the torque on stator coil I starts with the expres-
sion, assuming certain symmetries, of both the rotor flux density
and the current-density distribution in terms of a series in ¢s.
This has already been done above for the rotor flux density, and
for the current-density distribution we obtain:

Ss(1) = Is(1)2s(hs) = —is(1)(2s1 in ¢s + zs3 sin 3¢s -
+ zgs sin 5¢s + . .).

The total torque, for which the general expression
2
Te = alf(Ssu) -+ Sse2)Bra dés
0

is applicable, is then given by

Te = —ma?lis {zs1Br15in fo + 2zs3Bra sin (300 4 4wr) +
+ 2s5Brs sin (500 + 4wt) +.. .}.

For a purely sinusoidally distributed winding zs3, zs5 and higher
terms are zero. This cannot be achieved for all the terms. How-
ever, some degree of compensation for this can be obtained by
choosing a distribution for the rotor flux that will make the
remaining troublesome terms in the series for Br very small.
With the configuration shown in fig. 5, for & = 7/3 and f§ = #/60
radians:

3| 037 || =027 || =027
Zs1 s1 Zs1
Brs| _ Bs| _o04 |B7| —0.02
Brl rl rl

The amplitudes of the terms in 3609, 509 and 760 are thus respec-
tively 0%, 1% and 0.5% of the maximum value of the first term.

Three-phase and single-phase machines

The machine shown in fig. 4 has two windings that
together set up a current-density wave whose funda-
mental spatial harmonic is given by

Ss = iszsl Sin (Cl)t — ¢s).

Here zg; is thle amplitude of the fundamental of the

E. M. H. KAMERBEEK

Philips tech. Rev. 33, No. 8/9

copper-distribution function zg(¢s). Such a machine is
called a two-phase machine. A current-density wave
can also be excited by using three stator coils, separated
by angles of 277/3 radians (see fig. 6), and supplied by
a.c. currents similarly separated in phase by 2m/3
radians: isq) = s cos wf, ise) = fs cos (wt — 2m/3),
is@) = fs cos (wt — 4zt/3). This is called a three-phase
system. The fundamental of the current-density wave
produced in such a three-phase machine is given by

Sg = %_fszsl sin (wt — ¢s).

The current-density wave around the stator circum-
ference produces a magnetic field in the air gap. For a

Fig. 6. Winding of a synchronous motor operating from a three-
phase supply. The rotating stator field Bs is excited by the three
stator coils carrying a.c. currents separated in phase by 27x/3
radians.

purely sinusoidal current-density wave the magnetic
field wave excited around the stator circumference (the
rotating field) is also sinusoidal, provided that the air
gap is uniform or the rotor consists of a material whose
permeability is equal or nearly equal to that of air (e.g.
permanently magnetized ferroxdure). The flux-density
wave Bs is then always displaced in phase by 7/2 ra-
dians with respect to the current-density wave Ss.

A special case arises in a synchronous motor when
only one stator winding is energized, say winding 1.
The conditions for a current-density wave of constant
amplitude and angular velocity are then no longer satis-
fied. The fundamental of the current-density distribu-
tion then has the form —igq)zs1 sin ¢s and is zero for
¢és = 0 and ¢s = =. This ‘standing’ wave can however
be resolved into two travelling waves rotating in op-
posite directions:

—‘is(l)Zsl sin ¢s Cos wt = 1 is(l)Zsl sin (wt'—' ¢s) +
+ ¥ fsqyzsa sin (—wt — ).
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The equations (4) and (5) apply to each stator wind-
ing separately. The calculation of the torque, for
example for the motor shown in fig. 3 with two wind-
ings, is most readily performed by setting up a power
balance. The mechanical power Tew can then be set
equal to the electrical power taken up by the two stator
windings, less the ohmic losses in the windings.

The power balance can be expressed in complex notation by:
Tew = 2 Re(Isiy* Vs) — Isy*Is()Rs) = 2 Re(lsy* Esrqry).  (6)

Here the asterisk indicates the complex conjugate. The power
balance is the same for both stator windings; it is therefore suf-
ficient to take the electrical power for a single stator winding
and double it.

With the aid of the two equations (4) and (5) the current Jg(1)
and the speed voltage Esr(1) can be expressed in terms of the
terminal voltage Vs in (6). Returning now to real quantities and
writing Vs for the r.m.s. value of the terminal voltage, then from
the power balance:

1 2
Tom 2 2V5 __ (cos (00 + m/2 -+ z)— Acos s} -

T 0 YRS + oL

Here ys = arctan wLs/Rs, the phase angle of the stator impe-
dance.

If Rs is much smaller than wLg the stator resistance
can be neglected in the expression for the torque. A
convenient expression for the torque at a given r.m.s.
value V5 of the terminal voltage can then be obtained
from the power balance:

2AVs?

W st

e =

cos Op . Q)

For motor operation T is positive and therefore

3 0 7
- —2" < << — —2“,
for stable operation however 8y must not be smaller
than —, since as soon as the motor falls behind by
more than z radians the torque decreases and the motor
falls out of step. Note that the angle 8o is the ‘phase
angle’ of the rotor with respect to the a.c. voltage
across winding I, whereas in (3) 6 is a phase angle
with respect to the current in winding /.

Synchronous motors with non-uniform air gap

There are also synchronous motors that do not have
a cylindrical stator bore but have salient poles ( fig. 9a).
In these motors the rotor can be subject to a torque
even when there is no current in the stator winding.
This is because it tries to take up a position in which
the reluctance (the ‘magnetic resistance’) to the flux of
the permanent magnet is at a minimum. The torque
involved here is a stator-reluctance torque. In a motor
like the one in fig. 9a this makes no contribution to the
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energy conversion, since on rotation its average value
is equal to zero.

If the rotor is non-cylindrical (fig. 9b) instead of the
stator and also has a magnetic permeability greater
than that of air, then a rotor-reluctance torque can be
produced under the influence of the stator field. The
operation of the reluctance motor is based upon this
torque. :

In the treatment of both types of motor it is probably
best to start from energy considerations, since we can
then obtain some insight into their characteristics
without previous knowledge of the complicated varia-
tion of the magnetic field. Also, a direct calculation of
the electromagnetic forces acting on the stator in the
case of fig. 92 would not only have to include the
Lorentz force on the conductors of the stator winding:
it would also have to include the forces operating on
the stator core. Such a calculation would be a com-
plicated exercise. To make the energy considerations
as general as possible it will be assumed that we have
a kind of motor that combines the characteristic feat-
ures of both types; with stator and rotor both non-
cylindrical, and with a permanent-magnet rotor that
nevertheless has a higher permeability than that of
air (fig. 9¢). In this motor we are concerned with energy
in various forms: the applied electrical energy, which
in a short time At is equal to vgisAt, the energy dissi-
pated in the resistance of the stator winding, equal to
Rsis2At, the magnetic-field energy present in the motor
Wm, and the mechanical energy T.A8 supplied by the
shaft to the load during a rotation Af#. The applied
energy is equal to the sum of the dissipated and supplied
energy and the change in the magnetic-field energy; in
differential form:

vsisdt = Rsiszdt + dWm + Tede.

Here Wy is a function of the stator current /s and the
angular position 6 of the rotor.

To derive the torque from this energy balance we
make use of an expression for the voltage vs across the
stator winding: :

. dds
Vg = Rsls + _
dt

where @ is the total magnetic flux linked with the
stator winding. To a first approximation this linked
flux can be equated to the product of the total magnetic
flux through a stator pole and the total number of
turns. @g is also a function of both i and 6.
Substituting in the energy balance it follows that
3Bs  OWn

Tomigo St 202 @
=30 206 ®

Both terms on the right-hand side are connected with
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In most hysteresis motors the rotor consists of a cylinder with
marked hysteresis properties, mounted around a core that can
be ferromagnetic or not. Here it is more difficult to describe the
hysteresis, since it can no longer be assumed that each rotor
element is subjected to a rotating field of constant amplitude
and angular velocity. We shall not go further into this here.

The existence of hysteresis implies that the magnet-
ization of each element is delayed in direction with re-
spect to the inducing stator field. The angular difference
is independent of the speed of rotation, and is deter-
mined only by the magnitude of the stator field and the
hysteresis properties of the rotor material. Because of
this angular difference a braking torque T, is exper-
ienced when the rotor is driven; this braking torque is
also independent of the speed of rotation. Fig. /4a
shows the torque as a function of the speed of rotation:
the torque-speed characteristic. Mechanic;al power
—Tew; is thus applied to the motor; this is completely
converted into the hysteresis losses Pnyst associated

Isqy)
///_ RN
7 W, \\
4 \
/ \
/ \
/ \
1 ]G
\ | Ist2)=—
\ /
\ /
N — 7
\\ //

Fig. 13. Two-phase hysteresis motor. The rotor is a homogeneous
cylinder of material with a high magnetic hysteresis, such as
cobalt steel. Because of the hysteresis the direction of the magnet-
ization in the rotor always lags behind that of the stator field,
so that a torque is exercised on the rotor.

‘77;
0 —
a
175
0] —rw, W
b

Fig. 14. Torque-speed characteristic of a hysteresis motor when
the stator windings are energized with (@) d.c. currents, (b) a.c.
currents. -
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with the rotational magnetization of the rotor material:
—Tewr = Physt-

The hysteresis losses are proportional to the speed,
since in each rotor element the direction of magnetiza-
tion rotates once per revolution of the rotor; it follows
from this that the braking torque is independent of the
speed.

In motor operation the stator is energized in such a
way as to produce a stator field that rotates once for
each period of the supply current. If the angular speed
wr of the rotor is smaller than that of this rotating field,
then the rotor will rotate in the opposite direction to
the field and a similar situation arises as described
above for the stationary stator field. If w is the angular
velocity of the rotating field, the direction of magnet-
ization rotates in the rotor material (w — wr)/27 times
per second and we have:

(12)

The torque-speed characteristic is now that of fig. 14b.

When the motor is running synchronously the
torque can take any value between the extreme values
shown in fig. 14b. The hysteresis motor then behaves
rather like a synchronous motor with a permanent-
magnet rotor. This means that the angle at which the
rotor magnetization follows the rotating stator field
now depends upon the load. As soon as this angle tends
to become larger than the angle resulting from the
hysteresis, the rotor starts to ‘slip’ and falls below the
synchronous speed. The angle between the magnetiza-
tion and the rotating field then remains at the fixed
value determined by the hysteresis.

In practice there are deviations from the rectangular
curve shown in fig. 14b. These are due to the slots in
the stator bore for the winding, the associated higher
harmonics in the current-distribution pattern, and the
eddy currents in the rotor body.

A hysteresis motor wound for two-phase operation
as in fig. 13 can easily be modified for operation from
the ordinary single-phase mains. Usually one of the
windings (the main winding) is connected directly to
the mains, while the other (the auxiliary winding) is
connected through a capacitor. The effect of the capac-
itor is to advance the phase of the current in the
auxiliary winding with respect to the current in the
main winding. This phase difference depends to some
extent on the speed of the motor. By carefully choosing
the element values in the auxiliary circuit the phase
differences can be made equal to 7/2 at for example
zero or nominal speed.- The motor will then operate
like a true two-phase motor at this operating point.
In the first case we have a ‘starting capacitor’, in the
second a ‘running capacitor’.

Te((l) —_ wr) = Physt.
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The stator flux linked with the rotor coil I is
Drs1y = 2bIN:B; cos (wt — 0).
We can also write:

Drs1y = isM cos (wt — 0),
where

M= 2b1Nrﬁ
Is
is a quantity entirely determined by the construction of the
motor. If we put
6 = ot + o = (1 — s)wt + bo,
then we have
sy = fsM cos (swt — 0g).
When this is sﬁbstituted in the differential equation (13), we ob-
tain a solution
swisM sin (swt — 6o — 1)
l/ R + (Ser)2

fra) = ) (14
where yr = arctan (swLy/Ry) is the phase angle of the impe-
dance of the rotor coil at the angular frequency sw of the rotor
currents. Since the current in rotor coil 2 lags behind the current
in coil / by #/2 radians,

—swisM cos (swt— 06— )
V' Re® + (swLp)?

15)

ire) =

The following expression can be shown to apply for
the torque of the induction motor for known stator
currents /s:
i2M? 1

Lr Rr/SCULr + SC()Lr/Rr ’

The first factor of the right-hand side contains only
motor constants besides the stator current; the second
factor varies with the slip and has a maximum value at
swLy = Ry. This maximum torque

Tma,x = fSZMZ/er’

is known as the pull-out torque and the corresponding
slip Smax = Re/wLy as the pull-out slip. If the load
torque rises to a value higher than the pull-out torque
the speed suddenly falls and the motor comes to rest
— this is the reason for the name ‘pull-out torque’. On
altering the resistance R of the rotor circuit, the pull-
out slip changes, but not the pull-out torque. This effect
can be applied in an induction motor that will give the
maximum torque at a desired speed. In this kind of
motor the rotor windings are brought out to slip rings,
and an external control resistor completes the circuit,
via brushes. This is a slip-ring-rotor or wound-rotor
machine. Varying the control resistor gives different
shapes of torque-speed characteristics; see fig. 16. The
starting behaviour can also be varied in this way.

With terminal voltage known

In the derivation above of the torque of the syn-
chronous motor supplied from a constant-voltage
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source, the quickest method was to set up a power
balance: the electrical power supplied was set equal
to the mechanical power supplied plus the heat pro-
duced in the windings. This is again the quickest
method here. It will also be convenient to make use
of the similarity between the induction motor and a
transformer. The stator windings can be compared
with the primary winding of a transformer connected
to the mains, and the rotor with the secondary winding.
If the rotor is stationary the induction motor is effec-
tively a transformer with a short-circuited secondary.
Once the motor starts to rotate this situation changes;
a load resistance appears in the secondary circuit to
represent the mechanical load (fig. 7). This resistance
varies with the slip and is equal to Re(1 — s)/s.

This expression can be derived by starting from the voltage
equation for the stator windings. For winding /:

disqy | d@sayr
de¢ + dr

vs(1) = Rsis(y + Ls

Here @) is the magnetic flux originating from the rotor cur-

Fig. 16. Torque-speed characteristic of an induction motor. The
horizontal axis indicates the slip s as well as the angular velocity
wr of the rotor. The angular velocity of the rotating stator field
is w, and the maximum torque (the pull-out torque) of the motor
is Tmax. The slip at which the pull-out torque is delivered can be
made larger (dashed curve) by increasing the resistance of the
rotor circuit. To enable the characteristic to be varied in this
way slip rings are sometimes provided to allow a control resistor
to be included in the rotor circuit. If the resistance of the rotor
circuit is increased in this way from R to 2Ry, the pull-out slip
increases from 0.2 to 0.4 in the diagram.

R M R,
+0 —— —
—, [~—
y L. =g,
o

Fig. 17. Equivalent circuit for the induction motor. This is similar
to the equivalent circuit of a transformer of mutual inductance M;
the primary side, connected to the mains supply voltage Vs,
also includes the inductance Ls and the resistance Rs of the stator
windings. The secondary circuit includes the corresponding quan-
tities for the rotor circuit and a load resistance Rr(1 — s)/s,
representing the mechanical load. . .
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Three types of commutator motor

Commutator motors can be divided into three types
with different circuits: the separately excited motor,
the shunt motor and the series motor ( fig. 26). In the
separately excited motor the field winding and the rotor
each have a separate supply that can be independently
operated. Motors with permanent-magnet excitation
can be included in this class, in which there is of course
no question of controlling the main field. Permanent-
magnet excitation is usually only employed in small
motors.

Even though the motor with independent energiza-
tion of the field winding already has appreciable scope
for control, a starting resistance Rext is often used in
the rotor circuit, as with the other types. In larger
motors the starting resistance is in fact necessary to
limit the current when starting at full mains voltage;
at the instant when the motor is connected to the supply
no speed voltage has as yet appeared to oppose the
supply voltage and with no extra resistance there would
be a very large surge of current. From the equations
given earlier it follows that the general relation between
torque and angular velocity for the d.c. motor is

Vr —_ CCOr@rs
Rr + Rext

This relation can be altered by varying the three param-
eters @Prg, Vr and Rexi; independent variation is only
possible for the separately excited motor with field
winding. The effect of such independent variation of
the three parameters on the torque-speed characteristic
is shown diagrammatically in fig. 27. It is clear from this
figure that the d.c. motor is basically very adaptable;
it is therefore very suitable for control systems.

In the shunt and series motors the three parameters
cannot be varied independently. In the shunt motor the
field winding and the rotor are connected in parallel
across the supply voltage V: (fig. 26b). If this voltage
has a constant value, @y is constant and the torque-

vy

Te = CQI‘S (18)

=<

Rext

a b c

Fig. 26. The three circuit arrangements that can be used with a
commutator motor. a) Separately excited motor; field winding
and rotor are connected to two independent sources of supply.
A starting resistance Rext is connected in series with the rotor.
Motors with permanent-magnet energization are also included
under this type. ) Shunt motor; field winding and rotor are
connected in parallel across the same supply voltage. c¢) Series
motor; field winding and rotor carry the same current.

E. M. H. KAMERBEEK
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Fig. 27. The changes in the torque-speed characteristic of the
commutator motor for variation of a) the stator flux @ys, 4) the
rotor terminal voltage Vr and c¢) the starting resistance Rext in
the rotor circuit.

speed characteristic is a straight line with a negative
slope that can be varied by means of Rext (fig. 27¢).
In the series motor the field winding is in series with
the rotor (fig. 26¢); the main-field flux @rs now varies
with the rotor current Ir. When the loading torque is in-
creased the speed decreases and the rotor current in-
creases; consequently @ also increases at lower
speeds. Curve Se in fig. 28 is an example of the torque-
speed characteristic of a series motor; it shows the
same variation of the slope when @y is varied as in
fig. 27a.

To determine the torque-speed characteristic of a shunt or
series motor completely we must know the relation between the
main-field flux @rs and the excitation current Is. This relation is
only linear for small values; at higher values it is affected by
magnetic saturation. The relation can be measured by driving
the motor at constant speed and measuring the voltage produced
at the rotor terminals as a function of the excitation current;
this gives the relation since the speed voltage is proportional
to the main field. The curve obtained in this way is called the
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open-circuit characteristic; fig. 29 gives a typical example. D.C.
motors are usually designed to allow a small amount of magnetic
saturation under nominal operating conditions.

Se

—_
Q

% |
Fig. 28. Torque-speed characteristics for a shunt motor (curve Sh)
and a series motor (curve Se) with the same nominal operating
point P. When the load on the motors is greater than the nominal
torque the operating point moves upwards along the curves,
which in the figure are continued to the point at which the rotor
current has increased to the maximum permissible value (assumed
to be the same for both motors). The diagram shows that the
shunt motor reaches this limit at a lower torque; the shunt motor
is therefore less able to withstand overload than the series motor.

—_—

Fig. 29. The main-field flux @ps P
as a function of the energizing
current s (the ‘open-circuit [
characteristic’ of a d.c. mo-

tor). The magnetic saturation

of the stator iron for increas-

ing energizing current affects 0
the shape of this characteristic.

Shunt and series motors behave quite differently
when the load is varied. When the load is increased,
the speed of a shunt motor falls only slightly. The extra
power then delivered requires a proportional increase
in the rotor current. The heavy portion of the curve Sh
in fig. 28 indicates how the operating point moves in
this case. The heavy portion of the curve Se indicates
the shift of the operating point for a series motor when
its rotor current increases by the same factor. This
increase in the rotor current also results in a higher
value for the main field, which contributes to an
increase in the delivered torque; if the torque is
doubled the rotor current only increases by about
409, as against 100 % for the shunt motor. This means
that the series motor is more able to withstand over-
load than the shunt motor. Since the applied electrical
power increases less for a series motor, the greater
torque required can only be supplied at a significantly
lower speed. A particular point to note is that if the
loading torque is removed the motor speed rises sharply
and will generally ‘run away’ to a speed above the
maximum rated value.

If the series motor is supplied with a.c. current it
gives a pulsating torque; with the field and rotor wind-
ings connected in series the main field and the rotor
current are always in phase, so that their product al-
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ways has the same sign. It is more difficult in this case
to achieve good commutation, since the time-varying
main field induces an additional voltage in the rotor
coils. The stator core, and not just the rotor, also has
to be laminated to prevent eddy-current losses. A series
motor designed for use on either d.c. or a.c. current is
known as a universal motor. Such motors are widely
used in domestic equipment.

Brushless d.c. motor

A mechanical commutator requires periodic main-
tenance, is subject to wear, is noisy in operation and
causes vibration and electrical interference. In many
applications these effects are a nuisance or prevent the
use of a mechanical commutator. For these reasons
brushless d.c. motors have been under development for
several years [¥1. In these motors the commutation is
obtained with electronic devices.

The rotor of a small brushless d.c. motor consists of
a permanent magnet, while the stator has a multiphase
winding. The windings can be wound on salient poles
or in slots in the stator circumference. In small motors
that have to provide a pulsation-free torque, i.e. no
‘cogging’, the windings are attached to a smooth stator
bore in the form of ‘air-gap coils’. Fig. 30 gives a

]

Lt.-—

+o_o\._r—v:f:‘\1_.4_'o ° +

+

Fig. 30. Brushless d.c. motor. Opening and closing the switches
of the four stator coils in succession produces a rotating stator
field, which pulls the permanent-magnet rotor round with it.
In practice the switches are transistors or thyristors. The control
signals for these devices are derived from the position of the
rotor, which can be monitored optically w1th photodiodes or
magnetically with Hall elements

[*]1 We intend to include an article-on brushless d.c. motors in
the second issue on electric motors. (Ed.)
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schematic diagram of a brushless d.c. motor with a
two-pole rotor and four stator windings; this arrange-
ment of stator and rotor shows considerable similarity
to a four-phase synchronous motor with a permanent-
magnet rotor, However, in the motor of fig. 30 the
four stator windings are supplied from a d.c. source,
in a way that recalls the supply arrangements for the
stepping motor. The notable difference, however, is
that the opening and closing of the switches between
the windings and the source are determined only by
the position of the rotor and the desired direction of
rotation. This is shown schematically in fig. 37 for the
case of clockwise rotation. Apart from brief transient
effects, only two of the four windings are in use at any
one moment. In small motors the switches consist
of transistors, in large motors the rather less easily
quenched thyristors are used.

There are various types of brushless d.c. motor,
which can be classified by the nature of the elements
for detecting the position of the rotor. First of all there
are the Hall elements or field-dependent resistors.
These are located in the rotor field, which varies with
the position of the rotor [8l. The position of the rotor
can also be established with the aid of photoelectric
devices (photocells), magnetic [7] or electrostatic sens-
ing elements. The electronic circuit is usually provided
with a speed control and current limiting, giving a very
adaptable d.c. motor that is particularly suitable for
control purposes. Brushless motors are very suitable
for applications where torque has to be uniform and

61 See: G. Bosch and J. H. H. Janssen, Integrated circuit with
Hall device for brushless d.c. motors, Philips tech. Rev. 31,
366-368, 1970.

{71 W, Radziwill, A highly efficient small brushless d.c. motor,
Philips tech. Rev. 30, 7-12, 1969.
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Fig. 31. Schematic representation of the cyclical variation of the
four stator currents J1 to Is for the brushless d.c. motor shown
in fig. 30.

efficiency high; they can be used for the drive in bat-
tery-operated tape recorders and record players with-
out the need for an intermediate transmission system.

Summary. The most important types of electric motor are de-
scribed and the main characteristics are derived. Electric motors
can be classified as a.c. or d.c. motors. A.C. motors are either
synchronous or asynchronous. In synchronous motors the num-
ber of revolutions per second is equal to the frequency of the
supply divided by the number of pairs of poles. The stator wind-
ings maintain a rotating stator field, which the rotor follows;
the rotor can be either a permanent-magnet rotor or made from
a material of high permeability (and non-cylindrical) in the
reluctance motor, or of material with considerable hysteresis
(hysteresis motor). In the asynchronous or induction motor the
rotor has closed current circuits in which currents are induced;
the rotor ‘slips’ with respect to the rotating stator field. D.C.
motors have a commutator, which reverses the current in the
windings after every half-revolution. The commutator usually
consists of brushes and sliding-contact segments, but electronic
commutation is sometimes employed (brushless d.c. motor). If
the commutator motor is series wound it can also be run on a.c.
current (universal motor). .
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angular velocity is plotted as a function of time. The
graphs refer to the motion after starting transients have
died away.

The phase of the voltage at the instant of switching
on usually has no effect on the final rotation of the
rotor; the situations 6 and 7 in Table I are exceptions.

The experiments show that the single-phase syn-
chronous motor with the permanent-magnet rotor
described has a useful motion only within a limited
voltage range or, more correctly, in a limited range of
motor parameters. The extent of this range and its lim-
its are of course of interest. It should be remembered
here that the motors must retain their unperturbed
motion in spite of the spread in properties that
normally occurs in industrial materials or as a result of
the production process. The motors must also be able
to take a load. Another interesting point is the extent
to which the behaviour of the motor may be affected
by nonlinear effects such as the saturation of the stator
iron.

An attempt will be made to examine these questions
using the equations of motion discussed in the next
section, which describe the dynamic behaviour of the
motor.

Equations of motion

A theoretical model of the situation must always
satisfy two conditions. Firstly, it should allow the
various relevant characteristics to be represented with
sufficient accuracy. Secondly, the model must give a
clear physical picture and it must be easy to manipulate.
This second requirement means that simplifications
have to be introduced and certain things neglected, in
the hope, however, that nothing essential is lost. In the
model of our motor it has been assumed that the
magnetic state of the motor is uniquely determined by
the stator current and the rotor position, in other words
that hysteresis effects are completely neglected. Fur-
thermore, saturation effects and eddy currents in the
iron of the stator are neglected and the friction is
assumed to depend linearly on the normal forces and
to be independent of velocity (Coulomb friction).
Finally it is assumed that the magnetic flux and the
reluctance torque vary sinusoidally with the rotor
position.

On the basis of these assumptions it is not difficult
to write down the equations of motion. The first equa-
tion states that the sum of the voltages across the stator
winding must be equal to the mains voltage. The sum
is made up of the iR drop due to the current i through
the coil of resistance R, the voltage Ldi/d¢ due to in-
ductance L of the coil and finally the voltage d®g/d?
induced in the stator coil as a result of the change in
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the flux @y of the rotor linked by the stator coil.
The latter contribution is proportional to the angular
velocity 6 of the rotor and is a sinusoidal function of
the rotor position. The equation for the voltage across
the stator coil is therefore:

”~ d.
v sin (wm? 4+ &) = iR + Ld—lt + Db sin 6,

where wm is the angular frequency of the mains voltage
and ¢ its phase angle.

The second equation for the motor behaviour comes
from the condition that the sum of the torques acting
on the rotor must be zero. Apart from the frictional
torque Tir and the reluctance torque T there is also an
electromagnetic torque acting on the rotor, which is
proportional to the stator current and to the rotor flux.
The values of these torques must together be equal to
the rate of change 76 of the angular momentum:

i@sr Sin H—Tfr—‘TO =I€.

The initial conditions of this equation are that at the
instant the voltage is switched on (¢ = 0) the current is
zero and the rotor is in the position 6 =y, i.e. the
position for static equilibrium.

In spite of the relatively simple form of the equations
there is no general method for solving them. This is
because of the nonlinearities that occur in the equa-
tions. (In the first equation the product 8 sin 6, in the
second i sin§.) Attempts to linearize the equations
yield no clear picture of the real situation; indeed the
observed instabilities are probably directly due to these
nonlinearities.

The equations have therefore been solved by means
of an analog computer. This method gives a direct
physical picture of the behaviour of the model. A more
accurate solution on a digital computer is less attractive
since programs for the solution of nonlinear differential
equations require a great deal of computing time.

In the analog calculation a model with the same dif-
ferential equations as the electric motor under inves-
tigation is set up in the computer. The operations such
as summation, integration and multiplication are carried
out by operational amplifiers. Important quantities can
be read off during the calculations from instruments
connected at appropriate points in the circuit (8.

The form of the theoretical model is determined by
the equations of motion. To simulate a given motor,
the various parameters of the motor must be deter-
mined and from these the coefficients of the equations
must be derived. It should be noted that the inductance

81 A description of the analog computer used is given in:
H. Schemmann, Thesis, Eindhoven 1971, also published as
Philips Res. Repts. Suppl. 1971, No. 5 (in German).
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Table I. Typical curves for the motion of a single-phase synchronous motor with
a permanent-magnet rotor, arranged in increasing values of the supply voltage.

74V

POV O OO O DA OGS
T —yT

1o0v

135V

145Vv

166V

220V

265V

1.

Atlow voltages the motor does not start. The rotor vibrates about the equilib-
rium position defined by the reluctance torque. (The same situation arises at
the nominal voltage if the moment of inertia is too large.)

. The rotor rotates but the motion is very irregular. The motion is not uni-

directional even though the synchronous angular velocity is sometimes
momentarily exceeded. The rotor changes its direction of rotation in a quite
irregular manner.

. The rotation has now become unidirectional. However, there are quite large

periodic variations superimposed on the synchronous speed. Stroboscopic
observations show that a steady-state motion is achieved with a repetition
period of two revolutions of the rotor (25 Hz perturbation).

. As the voltage is increased further the irregularities of the motion do not

decrease. On the contrary, large new irregular and aperiodic motions occur
in which the rotor again keeps reversing its direction of rotation. Apart from
the voltage at which it occurs, this situation is no different from that de-
scribed under 2.

. When the voltage is increased still further, the motion becomes unidirectional

again. Strong periodic variations are still present (hunting) but the motor
runs with a mean speed equal to the synchronous value.

. The amplitude of the hunting now becomes smaller; above a particular volt-

age the oscillations disappear entirely. For the first time the motor assumes
its state of unperturbed rotation as at the nominal voltage (see 8).

. At the same voltage at which this unperturbed motion occurs, however, the

rotor can also run with very large speed variations. The rotor periodically
comes almost to rest; the mean rotor speed is, however, the synchronoué
value. These variations are repeated every 14 periods (334 Hz perturbation)v.
Which of the two states of motion, 6 or 7, takes place is determined by the
phase of the supply voltage at the instant the motor is switched on. ’

. At the nominal voltage the rotation is again unperturbed. The angular

velocity is now modulated only at twice the mains frequency. The modula-
tion in speed is 20-40% of the mean synchronous value. If a large moment
of inertia is coupled to the motor, the modulation depth becomes smaller.
The unperturbed motion is stable for voltage variations that are not too
large, and the motor can drive a load.

. Increasing the voltage above the nominal value again gives rise to large

variations in the angular velocity. The rotor comes to rest once per revolution
and the direction of motion may even be momentarily reversed. Within
milliseconds the rotor then assumes velocities far above the synchronous
value and is then immediately slowed down (50 Hz perturbation).

If still higher voltages are applied, the accelerating torques are so large
that any regular motion is quite impossible.







Philips tech. Rev. 33, No. 8/9

number of periods of the speed variations. For steady-
state motion, i.e. if the speed variations are periodic,
then these variations can be written as the sum of a
number of simple harmonic motions:

THEORETICAL MODEL PRACTICAL MOTOR

50Hz oscillation

50Hz oscillation

aperiodic motion
with changes in
direction of rotation

-100-
aperiodic motion
- i with changes in
aperiodic motion | gjrection of rotation
with no changes

in direction of
rotation

" . 25Hz perturbation 25Hz perturbation

transition region D
with changes in transition region
direction of with changes in
rotation direction of rotation

huntin;

Y -uo0-
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unperturbed un .
P perturbed motion
motion /[after hunting or
~160- 33 1/3 Hz perturbation
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unperturbed

unperturbed
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motion

-220-
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260V

Fig. 5. The various regions of perturbed and unperturbed rotor
motion. Left: results from the analog computer. Right: results
measured on an actual motor.
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0 — wp = Z A, sin(a,0mt + $,), . .

v=1

where the factors a, are provisionally arbitrary real
numbers. Inserting (2) in (1) gives:

T

l n
- / Z A, sin (@,om? + ¢)dt =0.

0 v=]

Either the integration or the summation may be per-
formed first. The expression is identically zero, if
the separate terms of the sum are each equal to zero:

T

% A, / sin (@,omt + $)di = 0. 3)
0
The instants in time ¢t = 7, 27, 37, . . ., after which the
rotor motion is repeated, must be synchronous with
the supply frequency. In the stable unperturbed state
of motion, the fundamental of the speed variations has
a period equal to half the period T of the supply volt-
age. The integration time = can thus be taken equal to
71 = T/2 = n/wm. This corresponds to a frequency of
twice that of the supply voltage; it depends on the
mains-frequency component of the stator current.
Other possibilities of synchronization occur when
the period over which speed variations average out is
an integral multiple of z); then v = kn1 = kn/wm,
where k = 1,2,3, . . . The rotor then runs synchro-
nously with the voltage supply. The condition (3) can
now be written, on omitting the factors before the
integral, as:

kajw o

/ sin (a,0om? + ¢,)dt =0

0
or

cos (akm + ¢,) = cos , .

This condition is fulfilled when a, = 2l/k, where

/=1,2,3,... . It follows that steady-state motion is
obtained when a, has the following values:

k=1 s =2,4,6,

k=2 as=1,2,3,.

k=3 az3 =144 84,.

k=14 a4=%’%sg"*

k=5 as =44, 8.

For the various values of a,, the motional states are
represented by the sum of a number of sine terms. We
thus find, for k = 1:

0 = wm + A1 sin Qomt + 01) + Az sin (dom? + ) +
Az sin (6wm? + o3) + ...,
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Fig. 5. Demagnetization curve of ‘Ticonal’ 550. B is the flux
density in teslas (1 T = 104 Gs). H is the demagnetizing field-
strength in A/m (1 A/m = 47X 10~3 QOe). The load lines for the
magnets of the motors described in this article fall inside the
shaded area.

used for the coil, and the complete construction of the
motor are also more expensive. It is therefore likely
that the application of the moving-coil motor will be
restricted to cases where high-quality operation is
required — in particular, uniform rotation, a low loss
torque and a small moment of inertia. The last point
is of importance for rapid motor starting, and rapid
speed changing; the ‘starting time constant’ of the
motor, which is a measure of its performance in this
respect, should be kept low.

The starting time constant 75 depends on a number of charac-
teristic features of the motor. To illustrate the relation between
this constant and the features in question, we shall derive an
expression for 7s. If we neglect the electrical time constant, equal
to the ratio L/R of the inductance L and the resistance R of the
motor, we can start by considering the linear relation between
the motor torque 7. and the speed n found for a d.c. motor
(fig. 6). This linear relation is represented by the equation

Te = Ts(1 — nfno),

where s is the starting torque and no the speed at zero load.
Mechanical and electrical losses are neglected here, which means

L

—_—

0
0 —_—N n0

Fig. 6. Torque-speed characteristic of a d.c. motor. The motor
torque T is plotted as a function of the speed n. T is the starting
torque, and no the zero-load speed.
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that the motor approaches the zero-load speed ¢ asymptotically;
at the speed ng it will rotate with a drive torque T, = 0.

The time constant ts is defined for the wunloaded motor, so
that only the moment of inertia of the rotor is of significance.
If we denote the latter quantity by 7, the changes in speed are
given as a function of time by:

dn
Te = 2nl '& .

Combining the above two equations, we find that the speed a
time ¢ after switching on is given by:

() = no(l— 7%y,
where
Ts = anIIO/Ts.

The starting time constant 7s is thus proportional to the moment

of inertia /, which can be made much smaller for an ironless rotor

than for an iron rotor. If we want to derive the full advantage

from this, we must ensure that the ratio n¢/Ts for the moving-coil

motor is no larger than the value for an iron-rotor motor.
The zero-load speed is defined by:

V = 27CnoPrs,

where V is the applied voltage, C is a motor constant and @rg
the flux enclosed by the rotor coils [1l. The starting torque is
given by:

Ts = Cisq)rSy
where /s is the current immediately after switching on. The cur-

rent is therefore entirely determined by the motor resistance R
and the applied voltage:

is = V/R,
so that

ng R
Ts 2aC20.2"

The time constant is thus inversely proportional to the square
of the enclosed flux. If we want to take full advantage of the small
moment of inertia of the moving-coil motor, we must provide a
powerful magnetic field. As mentioned above, we are not limited
here by the magnetic saturation of the rotor core as in the case
of a motor with iron rotor.

Practical realization

Fig. 7 gives the dimensions and other data for three
of our moving-coil motors, together with a number of
applications. Motor A4 was designed for use in a new
version of the Pocket Memo dictating machine [2],
The good performance of the motor is reflected in the
following four points:

1. Since the motor is small (the delivered torque is only
2x 104 Nm), the low loss torque of the moving-coil
motor (0.5X 10~%4 Nm) is particularly useful. As a result
of this, the mechanical efficiency is as high as 809,
while the overall efficiency (54 %) is also relatively high.

(11 See E. M. H. Kamerbeek, Electric motors; this issue, p. 215.

(2] An earlier version of the Pocket Memo is described in P. van
der Lely and G. Missriegler, Audio tape cassettes, Philips
tech. Rev. 31, 77-92, 1970.

[*] “Ticonal’ is a registered trade mark of N.V. Philips’ Gloei-
lampenfabrieken.
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coil carrying a current movesin the field of a permanent
magnet (the magnetic circuit is therefore provided with
an air gap in which the coil can move). When current
flows in the coil, it is subjected to Lorentz forces, whose
direction changes with the direction of the current.
With an a.c. supply, the force therefore has the same
periodicity as the current; the frequency of the vibra-
tion will then be equal to that of the current, and not
twice as great (as in fig. 1a). The mechanism of fig. 15
is also used for driving the cone of a loudspeaker. In
the refrigerator compressor, the mass of the moving
system and the stiffness of the springs are arranged to
resonate at the mains frequency.

Electromagnetic forces

The description of the electromagnetic forces can be
based on the energy balance of the vibrator: the elec-
trical energy supplied in a time Atz is equal to the sum
of the energy dissipated in the windings in that time,
the increase in magnetic field energy and the mechan-
ical work due to the simuitaneous displacement of the
armature or the coil by a distance Ax. This balance
leads to an equation in which both electrical and
mechanical quantities occur. We can derive the follow-
ing expression for the total electromagnetic force Fe
from this equation, by reasoning similar to that given
for the synchronous motor elsewhere in this issue [2]:

i

/ By(x,iNdi’. (1)

0

; dPo(x) _ dWo(x) n o

Fe ==
dx dx Ox

In this expression i is the current in the winding, Do(x)
the flux from the permanent magnet enclosed by the
winding at zero current, multiplied by the number of
turns, Wy(x) the energy of the field produced by the
permanent magnet and @;(x,7) the flux produced by
the coil itself. For the integration of @(x,i), the value
of x is assumed to be constant. This expression is
only valid if hysteresis and eddy-current losses are
neglected.

A moving-armature vibrator (fig. la) has no per-
manent magnet. The first two terms of (1) will there-
fore vanish for this vibrator; the force exerted is
entirely due to the variation of @;(x,7) with x. In the
moving-coil vibrator (fig. 15), on the other hand, there
is no change in the shape of the magnetic circuit and
hence the field energy Wy remains constant; the second
term therefore vanishes. The two remaining terms
refer to the two components of the magnetic flux en-
closed by the coil: the flux from the permanet magnet,
Dy(x), and the flux produced by the coil itself, Dy(x,i).
A qualitative picture of the variation of @ with x and i
is given in fig. 2.

J. TMMERMAN
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Fig. 2. The magnetic flux @ linked by the coil as a function of
the current / in the coil and the displacement x of the coil (in
fig. 1o above). The flux @ consists of a component @ from the
permanent magnet and a component P; generated by the current
through the coil.

The system of masses and springs

In both types of vibrator the moving part is connect-
ed to the stator by springs which determine the rest
position. When the motor is working, the ‘stator’ will
not be stationary either: the electric shaver is held in
the hand, which permits a certain amount of move-
ment, and the compressor is suspended from springs
in the refrigerator to minimize the transmission of
vibrations. The movement of the stator has an effect
on the resonant frequency of the system; this therefore
has to be taken into consideration when setting up the
vibrator to give the maximum stroke.

If for simplicity we assume that the stator can be
represented as connected to a fixed reference point
(earth) by means of a spring, then in both cases the
entire vibrating system can be represented by the dia-
gram of fig. 3, where m is the mass of the moving part
and mg the mass of the stator. The masses m; and ms
are connected by a spring of stiffness s1, and ms is
connected to earth by a spring of stiffness ss. The
electromagnetic force Fe moves my and mg with respect
to one another; a frictional force is therefore produced
in the element /, the load of the vibrator; it is this
frictional force that performs the useful work. The
useful displacement in the vibrator is x; — x.

In practice, ms is several times larger than m;. The
effect of the (relatively small) movements of the former
can be taken into account by replacing the moving
mass my by an effective moving mass m which is con-
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nected to earth by a single spring of stiffness s1. The
effective mass m is smaller than m,; as long as s2 is
small, we may write:

mimsz

mea ——m.
my - me

@

In practice, therefore, the resonant frequency is
slightly higher than that of the system consisting of »
and s, alone. '

To derive equation (2), we start by writing the equations of
motion for the masses /1 and ms:

mx1 + F1 4+ si(x1— x2) = Fe,

moXe — Fi— s1(x1 — x2) + saxz = — Fe,

(32)

(3b)

where F, is the frictional force. Adding these equations gives:
myxy + moXe + sex2 = 0, (C))

a result which we shall be using below. It is important for the
solution of the equations that the motions are practically sinus-
oidal, as is found in practice. The loading force F; does not vary
sinusoidally, but it can be replaced by a sinusoidal variable by
expanding it in a Fourier series and taking only the first term
(the fundamental) of this expansion. Such a procedure is allow-

Sz
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Fig. 3. The mechanical quantities that determine the behaviour
of the two vibrators. 71 mass of the moving part. s1 stiffness of
the springs connecting the moving part to the stator. / frictional
load on which the useful work is performed. Fe electromagnetic
driving force. m2 mass of the stator. sz stiffness of the connection
between the stator and earth; for simplicity, this connection is
replaced here by a spring.

able because this term is the only one with the same period as the
motion, and therefore the only one that contributes to the work
done. The fundamental can be regarded as a force due to fluid
friction, which is proportional to the velocity of /m; relative to ma.
Substitution in (3) gives:
mi¥1 + r(x1— xo) + s1(x1 — x2) = Fe,

where r represents the fluid friction.
" Introducing the effective mass m, we find:

mEy — X2) + r(xL— X2) + s1(x1— x2) = Fe.

This is the equation of motion for a system with a single mass m
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and a spring stiffness s1. The angular resonant frequency wr of
this system is given by:

This must be equal to the angular frequency at which the actual

system consisting of mi, s1 and m2 resonates. The magnitude of m
then follows from:

m(xL— Xg) = myxy

and (4). By assuming simple harmonic motion at an angular fre-

quency w, we find the following expression for the effective mass:

m = nt w2”12 — Sz

- % my, + mz) — s

This shows that the value of m depends on w. In practice, the
spring that connects the system to the earth is generally quite
weak, i.e. s2 is small. If s2 is neglected in the above equation we
get the expression for m given in equation (2).

Yibrator for an electric shaver

The moving armature of the vibrator of fig. la is
made of laminated soft iron. It moves parallel to the
pole faces of the soft-iron yoke, a short distance (e.g.
0.2 mm) away from them. Depending on the construc-
tion, the movement is either linear or along the arc of a
circle; in the second case the armature oscillates about
a pivot. This arrangement is often used in practice
(fig. 4), but we shall restrict ourselves here to the linear
motion, since the path of the motion makes no essential
difference to the calculation of the forces and ampli-
tudes.

The friction to be overcome by the vibrator in a
shaver or clipper has the nature of dry or Coulomb
friction. This means that the magnitude of the frictional
force is independent of the velocity, and that the
frictional force changes direction with the motion.

The magnitude of this frictional force is an important
parameter in the design of a vibrator. One of the first
questions that arise is how the stroke and the mechan-
ical power supplied vary when the frictional force
changes.

The sensitivity of the armature amplitude to changes
in the mechanical adjustment or, conversely, in the
frequency of the a.c. voltage is also of importance. The
answer to these questions has been sought by means
of measurements on test models and by solving the
differential equations that describe the behaviour of
the vibrator. No analytical solution can be found for
these equations, because of the nonlinear character of
the frictional force; they can however be solved
numerically, and simulation on an analog computer is
also possible. Both these approaches have been tried.

21 E, M. H. Kamerbeek, Electric motors, this issue, p. 215, in
particular p. 222.
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The curves of fig. 6 are represented to a good
approximation by the equation

—ox2 —oxd

D;=Ale + e + B, ®

where 4 and B are functions of i, and « is a constant.
This approach thus gives a set of equations which
completely describe the vibrator.

The function B is simply a constant times i; this constant
therefore has the dimensions of inductance and represents the
inductance of the winding when the yoke is not closed by the
armature (see the flat portion of the curve for x > b in fig. 6).
For A we can write: 4 = aii — azi3; the coefficient a; is equal to
the inductance added when the armature arrives above the poles
of the yoke, while the term —a2i3 represents the magnetic satura-
tion.

Amplitude of vibration, delivered power

A numerically computed solution of equations
(5-8) is given in fig. 7. This solution is based on a
number of assumptions: that the supply voltage is
sinusoidal, the mechanical system is tuned to twice the
frequency of this supply voltage, and the frictional
force is such that the system delivers the maximum
mechanical power. One striking feature of fig. 7 is that
the motion is practically sinusoidal, even though the
force is far from sinusoidal. This indicates that the
mechanical system is very lightly damped at the op-
timum friction, and behaves as a resonator with a
high Q (quality factor).

20

[——

0 10 30ms

Fig. 7. Variation of the armature displacement x, the current i,
the magnetic flux @; and the electromagnetic force Fe as functions
of the time ¢. The curves are the result of a numerical calculation.
It can be seen that the motion of the armature is practically
sinusoidal. )
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A system that only has‘Coulomb friction. as described by (5)
and driven by a force Fe of sinusoidal waveform will have an
infinite amplitude at resonance. In fact this amplitude is not
infinite, since the waveform of the force deviates considerably
from a sinusoid because of the geometry of the vibrator. As we
shall see below, the force can even be negative during part of the
cycle.

The amplitude x of the motion of the armature is
highly dependent on the choice of the rest position xp.

5mm 15w

10¢ 1.0
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N
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Fig. 8. The amplitude £ of the armature movement, and the
delivered mechanical power P, as functions of the frictional force
Fir experienced by the armature. The graph applies to a model
with a pole width of 5 mm; the displacement in the quiescent
position has been made equal to the pole width. Even without a
frictional load, the amplitude never becomes much greater than
the pole width. The delivered power P is calculated for a vibration
frequency of 100 Hz; it has a definite maximum as a function
of Fir.

It has been found that with the type of vibrator con-
sidered here, the amplitude is at a maximum when xo
is approximately equal to the pole width (see fig. 5).

We have also calculated the amplitude of the arma-
ture as a function of the frictional force for a vibrator
with a pole width of 5 mm (see fig. 8). Even when the
frictional force is zero, the amplitude is found to be
little greater than the pole width. Simulated curves of
the force (fig. 9) obtained with the analog computer
show that at low frictional loads the force becomes
negative during part of the cycle; this apparently leads
to the amplitude limitation mentioned above.

Since the frictional force is constant, the mechanical
power delivered can easily be calculated. During one
cycle of the motion of the armature, the distance
travelled is 4%, so the work done is 4£Ftr. This work is
performed 2 fr, times per second, where fm is the mains
frequency, so the mechanical power P may be written:

P = 8 fuXFir.

This power is also plotted in fig. 8 for a 50 Hz supply.
It shows a marked maximum of about 1 W at an arma-
ture amplitude slightly less than the maximum ampli-
tude, and approximately equal to the pole width. At
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term is of importance for the electrical design. The
design calculations are based on the work performed
in compressing the gas during each stroke of the
plunger (the compression work).

Compression work

When the plunger is moving downwards, the gas
beneath it is compressed until the gas pressure is high
enough to open the outlet valve against the force of
the valve spring plus the gas pressure on the other
side of the valve (see fig. 14). During the rest of the
stroke the pressure stays at this value (the compression
pressure), and gas is pushed out of the cylinder. When
the plunger reaches its lower dead point, there is still a
small amount of gas left in the unswept volume. When
the plunger starts to move upwards, the outlet valve
closes and this residual gas expands. Its pressure soon
falls below the intake pressure, so that the inlet valve
at the bottom of the plunger opens and the cylinder is
connected to the ‘Freon’ in the tank via the hollow
plunger. The rest of the upward movement of the
plunger has no effect on the gas pressure. When the
upper dead point is passed, the inlet valve (which is
freely movable in the plunger) closes under its own
inertia, and a new compression stroke starts.

If the vibrator is driven at 50 Hz, the whole com-
pression and expansion cycle is completed in 20 ms.
This is so fast that we can assume that both compres-
sion and expansion are adiabatic. We can therefore

write:
= po V(X) s

where po is the intake pressure and Vp the gas volume
under the plunger at the moment when the inlet valve
closes; p(x) and V(x) are the pressure and the volume
for a displacement x of the plunger, and x is the ratio
of the specific heats of the gas at constant pressure and
constant volume. If the pressure p(x) is plotted as a
function of the volume F(x) in a p-V diagram the result
is a closed contour, which is traversed once each time
the plunger completes a stroke ( fig. 16). The pressure
p1 is the compression pressure. The straight sides of
the contour shown in fig. 16 are approximations; the
actual curve will be more complicated, because of
vibration of the outlet valve and the inertia of the
inlet valve. However, the straight lines make it easier
to calculate the volume enclosed by the curve, which
represents the compression work performed by the

plunger per stroke:
=— f pdV.

Making use of (10) for the curved parts of the contour,

() (10)
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we obtain the following expression for W:

- weHE ) oo
x—1 Vo \po Do
where V3 is the unswept volume. This compression
work W is plotted as a function of the ratio Va/Vy in
fig. 17, with the ratio pi/po of compression pressure
to intake pressure as parameter. This family of
curves applies to ‘Freon’ 12 (difluorodichloromethane,
CF2Clg), the coolant gas normally used in refrigerators,
for which = = 1.13.

X
|

5 ¢y i

—_

W = poVo

Fig. 16. The compression work performed during each stroke
of the plunger is equal to the area enclosed by the contour in the
p-V diagram; this contour is for adiabatic compression. Vo
volume under the plunger at the start of compression; when this
volume has been compressed to V1, the outlet valve opens. The
gas is now expelled, apart from the unswept volume V2. When
this volume has expanded to V3, the inlet valve opens. po intake
pressure. p; compression pressure.

3r we\F || ‘
W _ x 2P\ (| (£)*
——— i — 1——--—-— [ —7 H }(=773
_BY x1 { ‘6(%) ][(%) ]
AR+
. 3
— | 3
PoYo o 7
6
5\
4\\
3
1- \
2
% 005 010 075

—= by

Fig. 17. The compression work Wperformed durmg each stroke
of the plunger as a function of the expansion ratio Va/Vo; W is
normalized by dividing it by poVo. The shape of the curve varies
with the value of the ratio of compression pressure p1 to intake
pressure po. The operating point of one of the experlmental mod-
els is indicated in the figure. :
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The operating point of one of our test models is
situated on this graph at V3/¥Vy = 0.05 on the curve
p1/po = 6; it can be seen from the graph that the work
per compression stroke is then W = 1.5 po¥Vy. Assum-
ing an intake pressure of po = 2 bars and an initial
volume Vy = 3.5cm? we arrive at a compression
power of 52.5 watts at a drive frequency of 50 Hz.
These figures all apply to the refrigerating power re-
quired for a domestic refrigerator with a capacity of
about 120 litres. If the frictional losses are estimated
at about 15 to 20 watts, the total mechanical power
required is found to be about 70 watts; this has to be
supplied by the vibrator.

Power of the vibrator

The design calculations for the vibrator are greatly
simplified by the experimental observation that the
movement of the plunger is practically sinusoidal,
despite the nonlinearity of the forces exerted on the
plunger by the gas during compression. As in the case
of the shaver vibrator, this must come about because
of the high Q of the resonating spring/mass system,
here formed by the mass of the coil and the plunger
and the restoring force of the spiral springs and the
enclosed volume of gas. If we restrict ourselves to the
first term in expression (9), the same is true of the
force, since d®/dx is constant in a well designed
vibrator. The mechanical power delivered by the
motor is given by the product of force and velocity;
both these variables vary sinusoidally with time and
are in phase with one another, since the system is
resonant. The amplitude of the velocity is wmX, so the
internal power is

P=}Feomi=1% g@fwmae. (12)
dx

The quantity d@/dx can be expressed in terms of
the magnetic flux density and the length of the wire
wound in the coil. If we consider a coil with a single
turn of length nd (see fig. 18), moving in a radial air-

Fig. 18. If a single-turn coil moves downwards by a distance Ax,
the magnetic flux enclosed by the coil increases by BrdAx.

J. TIMMERMAN
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gap field of flux density B, then when this coil moves
downward a distance Ax the magnetic flux it encloses
will increase by BrdAx. If the coil has N turns, the flux
linked will be N times as great. If the coil is situated
partly outside the air gap, as in our vibrator, we can
approximate to the result by considering only the
windings in the air gap, and multiplying their number
by a correction factor y, which is found in practice to
have values between 1.05 and 1.1. It follows that
d®y/dx = yIB, where [ is the length of wire in the air
gap.
The power is thus given by

P = } ylBiom*.

This expression forms the basis for the electrical design
calculations.

For the purposes of these calculations, P and £ are
given by the compressor characteristics; the mains
voltage is also given. The design work consists in
finding the best compromise between efficiency (mini-
mum losses in the coil), cost price (a higher flux density
B requires a more expensive magnet) and reliability
(the heat dissipated in the coil must not raise its tem-
perature above a certain limit). A good compromise,
which we have used in a test model, is found with a
wire length (in the air gap) of 152 m, an air-gap flux
density of 0.33 teslas and a current amplitude of 0.57 A
(rms value 0.4 A). These values are for the compressor
mentioned above for a 120 litre domestic refrigerator;
the plunger amplitude is here 14 mm, and with a
delivered motor power of 70 W the power required is
88 W. Taking the compressor power as 52.5 W (see
above), the overall efficiency of the vibrator compres-
sor is 60 % ; this compares favourably with the values
of 50 to 55% found with conventional refrigerator
COmMpressors.

Parasitic oscillations in the springs

The individual turns of the spiral springs have their own
resonant frequency, which depends on their mass and stiffness.
If one of these resonant frequencies lies near a harmonic of the
mains frequency, the turn in question will be brought into res-
onance by one of the harmonics of the plunger motion (even if
this is very small). This effect is sometimes so severe in practice
that the spring breaks.

Parasitic oscillations can be suppressed by means of a dynamic
absorber, usually consisting of a flat spring mounted on the top
of the plunger and carrying little weights at its ends ( fig. /9).
These weights are chosen so that the spring/mass system of the
dynamic absorber is tuned to the frequency to be suppressed. At
this frequency, the dynamic absorber presents such a high
mechanical impedance to the plunger that plunger movement at
this frequency is practically eliminated; as a result. the parasitic
resonance of the spring is also suppressed.

This effect can be demonstrated theoretically by an analysis in
which damping is neglected. Let the moving mass of the vibrator
be m and the stiffness of the spiral springs s, and similarly the
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moving mass of the dynamic absorber mq and its spring stiffness

sa; the entire system can then be schematically represented as

shown in fig. 20, and described by the two differential equations:
maXa + salxa— x) =0,

(13)

mx 4+ sx— sa(xq— x) = Fe.

For sinusoidal motion at an angular frequency w, these differen-
tial equations give the two algebraic equations:

~w2maxa + sa(xa— x) =0,
—w2mx + sx — sq(xa — x) = Fo,

from which the following expression for the displacement of
the plunger can be derived:

- Fe(sa — wBmy)
, (s + sa— w?m)(sa — w?ma) — sa2’

a4

At the angular frequency wa = Vsa/ma, to which the dynamic

i .

Fig. 19. A dynamic absorber. Two weights at the end of a flat
spring mounted on the top of the plunger suppress movements
of the plunger at the frequency to which they are tuned.
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Fig. 20. Mechanical quantities in a vibrator compressor with
dynamic absorber. m mass of coil and plunger. s stiffness of the
spiral springs. mqg mass and sq stiffness of the dynamic absorber.
Fe driving force.
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absorber is tuned, the numerator of this fraction is zero; it
follows that plunger motion at the frequency wq/27 is impossible,
even though the force F, may contain components of this fre-
quency.

The dynamic absorber inevitably includes a certain amount of
damping. This gives rise to a damping term that remains in the
numerator of (14) when sq — w2myq vanishes. To ensure efficient
operation of the dynamic absorber, its damping must be made
as low as possible.

The vibrator has proved to be a suitable power
source for driving a refrigerator compressor; its ef-
ficiency is better than that of a compressor with an
induction motor. The double-coil construction offers
an adequate solution to the problems otherwise caused
by demagnetization and iron losses, especially at higher
powers. Whether vibrator compressors can be used on
a commercial scale in refrigerators depends largely on
the price for which they can be made. Large magnets
are expensive, and can make the vibrator compressor
for high powers more expensive than the conventional
compressor with rotary drive. At low powers, on the
other hand (e.g. 20 W, which corresponds to a 25 litre
refrigerator), the simpler construction of the vibrator
compressor makes it the best choice.

Summary. Vibrators to provide a direct electrical drive for reci-
procating motion can be based on various principles; in practice,
however, they usually make use of electromagnetic forces. Two
electromagnetic vibrators are described, one with a moving soft-
iron armature that is attracted to the poles of a yoke when a
coil is energized, and the other with a coil moving in a constant
magnetic field. In the first case the vibrator oscillates at twice the
drive frequency; this model is intended for use in an electric
shaver. The moving mass is made to resonate at twice the mains
frequency by means of stiff springs; the motor delivers a mechan-
ical power of more than 1 W. The other vibrator has been
designed to drive a refrigerator compressor. In this type, two
coils in which the current flows in opposite directions move in
the field of a permanent magnet; the fields produced by the coils
cancel out, so that demagnetization and iron losses are eliminated.
The coils are rigidly connected to a plunger; spiral springs ensure
a centrally acting spring force, and bring the whole system into
resonance at the mains frequency. The motion of both vibrators
is approximately sinusoidal, despite the non-sinuscidal form of
the loading forces.
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Frequency-analog speed control

H.Xalis and J. Lemmrich

General

An electronic method of control that has been known
since the early thirties is that of the phase-lock-loop
technique. In this method the phase angle of a periodic
signal whose frequency corresponds to the value of the
quantity to be controlled is continuously compared
with the phase angle of an applied signal whose fre-
quency represents the specified value. A change in the
phase difference between the two produces an error
signal that counteracts the change; in this way the two
frequencies are permanently synchronized and the
quantity to be controlled is kept to the required value.
A control system of this type, in which the quantities
are represented in the form of a frequency, is referred
to as frequency-analog control at Philips Forschungs-
laboratorium Hamburg [11. The principle of frequency
control is convenient for the control of many kinds of
quantity, but is particularly suitable for controlling the
speed of electric motors, where the quantity to be
controlled is essentially periodic in nature.

We shall start by way of introduction with such a
system; see the diagram of fig. I. A voltage Vrer of
sinusoidal waveform and angular frequency wrer (or
the sum of a number of signals of different frequencies)
is multiplied by a voltage of sinusoidal waveform and
angular frequency w in a multiplier circuit M. The
output voltage of the multiplier is applied through a
lowpass filter LP to an oscillator ¥CO whose frequency
can be controlled by a voltage; this in turn supplies the
voltage ¥ of angular frequency w.

The multiplication produces a voltage V), at the out-
put of the multiplier, given by: ‘

V0=é' ABC{COS (wreft wl— (ﬁ)— COS ((l)reft + G)t+ ¢) }

Here A and B are the amplitudes of the two voltages,
C is the multiplication constant and ¢ is the phase of
the voltage ¥V with respect to the reference voltage
Vrer. The output signal of the multiplier thus contains
the sum and difference frequencies of the input signals.

The lowpass filter suppresses all frequencies above
the cut-off frequency w./27. It always suppresses the
sum frequency, and also the difference frequency if this
is above w./27. If however the frequency of the con-
trolled oscillator is set close to the reference frequency

Dipl.-Ing. H. Kalis and Dipl.-Ing. J. Lemunrich are with Philips
Forschungslaboratorium Hamburg GmbH, Hamburg, West Ger-
many.

wret, €.8 by the auxiliary voltage ¥i, so that the
difference | wret — w |is less than w,, then synchroniza-
tion is obtained automatically and w becomes equal to
wret. Synchronization is initiated because the control
signal V, increases if the difference frequency becomes
smaller; the frequency of the controlled oscillator is
therefore pulled in to the reference frequency. Once the
system is synchronized the multiplier circuit acts as a
rectifier, controlled in phase by the oscillator, which
takes a phase difference such that

wret = k {} ABC cos(— ¢) + V1}, )

where k is a generator constant.

It can be seen from the diagram of fig. 1 that this
method of obtaining synchronization depends on the
existence of a control loop. The error signal in this
loop is given by the phase difference ¢ between the two
input signals while the angular frequency @ is the
controlled quantity (21,

Now let us consider a phase-lock-loop system in
which the voltage-controlled oscillator ¥'CO is replaced
by a motor whose speed of rotation is determined by
the voltage V,. The shaft of the motor is assumed to
be connected to an a.c. tachogenerator that gives an
output signal at a frequency proportional to the angular
velocity w corresponding to the speed of rotation;
this signal corresponds to the voltage ¥ in fig. 1. With
such a system there could be no possible error between
the speed of the shaft — represented by the angular
frequency w — and the specified value wrer: the speed
control would therefore be ideal. The idea has been
put into practice in various places in the last ten years
or so [3], but had been used as early as 1938 [4],

M LP

Ver=Asincorert | Y ~
W

V=B sin{wt+y,

vco
G \1/7-0- V7
rﬂ; ¥

Fig. 1. Phase-lock loop for synchronizing the frequency of a volt-
agecontrolled oscillator ¥CO with a reference frequency wret/27.
The output voltage V of the oscillator is multiplied by the
reference signal Vrer in the multiplier circuit M and the resultant
signal is passed through a lowpass filter LP to give the voltage Vs.
This voltage V, controls the oscillator. An auxiliary voltage V1
can be applied externally to initiate the synchronization.
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Phase-lock loops for speed control of electric motors

In this section we shall look at the system of fig. 1 to
see if it is the most suitable one for speed control and
to find the best way of replacing the controlled oscil-
lator by a motor fitted with a sensing device. We shall
also attempt to illustrate the most important common
features of the various versions of the system produced
in our Hamburg laboratories by two simple but typical
examples.

Since the measured frequencies have to be produced
by tachogenerators, the frequencies used-in motor
control are relatively low (a few hundred hertz). The
signals are usually rectangular pulses, because these
are the easiest to produce. Rectangular pulses are
used without exception in all the literature that we
quote.

Control with the aid of analog signals

In our first example of a frequency-analog speed
control the multiplier of fig. 1 is replaced by a phase-
detector circuit in which the phase of the pulses is con-
verted into a voltage.

The operation is explained with the aid of fig. 2. Fig. 2a shows
the reference signal (corresponding to Vrer) and fig. 2b the meas-
ured signal (corresponding to V) as a function of time; a phase
change in the measured signal is produced at time 79, for example
by changing the load on the motor. Fig. 2¢ shows a sawtooth
voltage whose slope angle « is proportional to the reference
angular frequency wrer; the start of the sawtooth always occurs

at the leading edge of the reference-signal pulse. The phase dif- .

ference between the reference and measured pulses is converted
into a quasi-steady-state signal Va(f) by a hold circuit, which
holds the instantaneous value of the sawtooth voltage at the
instant when a measured pulse appears and produces this voltage
at the output as a control signal (fig. 2d). This control signal is
independent of the frequency, since the slope angle « of the
sawtooth voltage is proportional to the reference frequency.

Fig. 3 shows the complete system, including the
motor M, in the form of a block diagram. It is assumed
that M is a d.c. motor with separate excitation because

(11 D. Gossel, MeBsysteme und Regelungen mit Frequenzsigna-
len, Messen, Steuern, Regeln 14, 22-28, 1971.
D. Gossel, Frequenzanalogie — Ein Konzept fiir MeB- und
Regelsysteme mit digitaler Signalverarbeitung, Elektrotechn.
Z. A 93, 577-581, 1972.
A general treatment of phase-lock loops is given in: F. M.
Gardner, Phaselock techniques, Wiley, New York 1966.
81 M. J. Campos Costa, Obtaining precise induction motor
speed, Control Engng. 10, No. 6, 92-93, 1963.
J. Lemmrich, Der synchronisierte Induktionsmotor, Elek-
trotechn. Z. A 85, 724-726, 1964.
E. K. Howell, Solid-state control for dc motors provides
variable speed with synchronous- -motor performance, IEEE
Trans. IGA-2, 132-136, 1966.

H. Kalis and J. Lemmrich, Frequenzanaloge Drehzahlrege-
lungen I, II, Regelungstechmk 16, 497-502, 555-562, 1968.
141 H. Rinia, Television with Nipkow disc and interlaced scan-

ning, Philips tech. Rev. 3, 285-291, 1938.
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of the extremely convenient static and dynamic equa-
tions relating rotor current and motor torque, and also
motor torque and speed.

The part of the system corresponding to the voltage-
controlled oscillator of fig. 1 — motor, controlled
rectifier bridge (CRB) and pulse tachogenerator (L,
SD, Pho, PS) — is enclosed by a chain-dotted line.
Since there are time delays present inside this block

L

[

(e

—

(g}

I

—_—t

Fig. 2. Conversion of the. pulse phase to a voltage. a) Reference
pulses. b) Measured pulses. ¢)- Sawtooth voltage whose start
always coincides with the leading edge of the reference pulse.
When the measured pulse arrives the sawtooth voltage has
reached a value proportional to the phase difference between
reference and measured pulses. d) This value is held in a hold
circuit. At time ¢o there is a step in the phase difference, e.g. as a
result of a sudden change in the load on the motor.
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Fig. 3. Frequency-analog control of a d.c. motor M with the
speed of rotation measured by a light source L, a slotted disc SD
and a photodetector Pho. The rotor current is controlled by a
controlled rectifier bridge CRB. This circuit is controlled by the
analog output signal of the phase detector and synchronizing
circuit PD 4 Sy, after subtraction of the damping signal Vm,
which is proportlonal to the speed and is derived from the photo-
detector  via the pulse shaper PS and the frequency/voltage
converter.
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(the moment of*inertia of the rotor and time constant
of the rotor circuit) its dynamic behaviour does not
correspond to that of the oscillator of fig. 1; a damping
signal is required, to prevent instability. This is supplied
by a circuit that converts frequency to voltage (the part
of the circuit inside the dashed line in fig. 3). More will
be said about this circuit later.

The operation of the speed-control system is as
follows (leaving aside for the moment the signal from
the frequency/voltage converter). The output voltage
from the phase detector PD, whose operation has

H. KALIS and J. LEMMRICH
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it also follows that for steady-state conditions
Ti = kikaAd,

where k2 is another gain factor. The phase difference
between reference and measured signal is therefore
proportional to the load, from which it can be seen
that this — and any other frequency-analog-controlled
machine — behaves like a synchronous machine (5],
To bring out these relationships more clearly, we
shall show how the complete system reacts to a sudden
step in the load when it is in equilibrium. After the

| A
| |
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Fig. 4. The block diagram of fig. 3 redrawn in control-theory terms. The transfer function of
each block is shown; s is the complex frequency ¢ + jow.

already been described, functions as a reference value
for the rotor-current control circuit of the d.c. motor.
This ensures that when the very short-lived transients
from. the rotor-current control circuit have died away
the torque Te of the motor is directly proportional to
Va. The relation between the angular velocity meas-
ured by the sensing device and the torque T, of the
motor is given by the equation:

Toe— T; = I dw/dt = Id%d/dr?, )

where T; is the load torque, 7 the total moment of
inertia of the rotating components, w, their angular
velocity and ¢; the instantaneous value of the angular
position of the rotor. The sensing device gives a meas-
ured frequency

/27 = kw27, ®3)

where k is the number of pulses per revolution.

If the phase-lock loop is in equilibrium (wrer = w),
then dwy/dt = 0 and it follows from (2) that T is equal
to Ty and ‘therefore, because of the current control
mentioned above, equal to Vak1 (k1 is a gain factor).
Since the reference voltage V; originates from the phase
detector and is directly proportional to the phase dif-
ference A¢ between the reference and measured pulses,

increase in the load the motor slows down because the
motor torque Te is now too small. This immediately
causes a progressive increase in the phase difference
between wrer and w, and hence an increase in ¥,. This
process continues until the voltage V, is large enough
to ensure a sufficiently large motor torque. The new
equilibrium has then been reached.

To demonstrate the need for the damping by means of the
frequency/voltage converter, we represent the circuit shown in
the block diagram of fig. 3 in control-engineering terms ( fig. 4.
The appropriate transfer function is shown in each block; the
individual transfer functions can be combined to give the transfer
function G of the complefe control loop. The independent vari-
able in these functions is the complex frequency s = ¢ + jow,
used as an operator in control and circuit theory. The same
blocks as in fig. 3 are enclosed by chain-dotted and dashed lines.
It can be shown from fig. 4 that for k3 = 0 the transfer function
for the open loop is given by

_ kkiko
= Is2(1 + sTr) ?

@

where 7r is the time constant of the rotor circuit. A control loop
with such a transfer function is always unstable when closed.
If k3 is made greater than zero the loop becomes stable. The
transfer function of the open loop is then:

kky ka(1 + kas/ks)

G= Is(1 + str) s

®)
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For every combination of parameters there is a value of k3 that
will give critical damping of the transient effects.

Apart from the quantization that arises because reference and
measured values are only compared at discrete times, the transfer
function of this frequency-analog control system is identical with
that of a conventional PI control for the speed. (In which the
control is provided by a signal P proportional to the speed and a
signal I proportional to the integral of the speed.)

Up to this point we have been concerned with main-
taining the equality wrer = w. However, at the moment
when a stationary motor is switched on, w = 0 and
wret > 0. The phase-lock loop is therefore not in
equilibrium. It has to be brought into equilibrium by
the synchronizing circuit Sy (fig. 3). This is essentially
a fgequency—comparison circuit; if wrer # w it produces
the required acceleration or deceleration of the motor,
and when wrer has become equal to w, Sy switches over
to the phase comparison described earlier.

The function of Sy can be carried out by various
kinds of circuit. A very simple circuit that makes use
of the phase detector described above (fig. 2) is a five-
stage ring counter — a shift register with the output
connected to the input — that can count both back-
wards and forwards (i.e. the pulses can progress
through the shift register in either direction). The ring
counter used here has automatic latching: in the final
state ‘5’ it suppresses all forward-travelling pulses and
in the final state ‘1’ it suppresses all backward-travelling
pulses. The reference pulses travel forwards, the meas-
ured pulses backwards.

If wret > w, then on average there are more reference
pulses per unit time than measured pulses and the
counter is switched erratically back and forth between
‘4> and ‘5°. If wrer < w, then it is switched erratically
between states ‘1’ and ‘2°. This switching back and forth
can be used in both cases to make the control unit —
e.g. a controlled rectifier — give either maximum
acceleration of the motor (for °5°, ‘4’), or maximum
deceleration (for ‘1°, ‘2’). When the two frequencies
have been made equal by this synchronization process,
a characteristic pattern results. Depending on the sign
of the previous frequency deviation, either two for-
ward pulses appear between two backward pulses (for
switching between ‘1’ and ‘2°), or two backward pulses
appear between two forward ones (switching between
‘4’ and ‘5’). When this indication is received the syn-
chronizing circuit switches to the phase detector: for-
ward and backward pulses now appear singly but
alternately, which shows that the ring counter is switch-
ing between 2’ and ‘3’ or ‘3° and ‘4’. The phase dif-
ference between forward and backward pulses is now
converted with the aid of the phase detector as de-
scribed earlier into (say) a negative control voltage for
braking and a positive one for acceleration [6],
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We shall now end our description of this first example
of a frequency-analog motor control with a short dis-
cussion of the frequency/voltage converter and -the
sensing device.

The most usual way of converting a frequency into
a voltage is by deriving the average of the pulse fre-
quencies with the aid of a lowpass filter, but this
process gives too large a delay to permit effective damp-
ing. Only a very fast process making use of a hold
circuit is of any use; the operation is shown in fig. 5.
The leading (or trailing) edge of each measured pulse

tmin
4——h|
Alt
A/ tmin N O . N .
%esr— ‘_T_.l
— {

Fig. 5. Conversion of the measured frequency into a voltage
Vmess. At a time fmin after a measured pulse a function generator
starts to generate the function A/t (the time ¢ is related to the
leading or trailing edge of each pulse), and continues to operate
until the next measured pulse arrives. The time between two pulses
is equal to 7, so that the voltage at that instant is 4/T; this value
is retained in a hold circuit, and since it is inversely proportional
to T it is proportional to the repetition rate of the measured
pulses.

starts an electronic function generator, which waits a
constant time fmin and then generates a voltage curve
of the shape V(¢) = A/t; V{t < tmin) = A/tmin. On the
arrival of the next measured pulse, at time t = T, the
instantaneous value of the voltage is held in a hold
circuit and the whole procedure starts again. In this
way a measured value Vmeas = 4/T can be obtained,
where 7 is the period of the measured frequency. The
application of this function generator thus enables a
voltage proportional to w to be derived for each pulse
period.

Next we come to the sensor. Fig. 3 shows a well
known type of sensor — a disc with equidistant slots.
The disc is attached to the motor shaft; the frequency
is obtained with the aid of a lamp and a photosensitive
device connected to a pulse shaper. However, we have
found it preferable to use a carrier-frequency technique,
based on a new principle, in which single-sideband
modulation is obtained from ‘mechanical’ signals.
This can be done by using small rotary-field devices
(synchros) driven by the drive shaft and with the car-
rier signal of frequency wo/27 supplied to the electrical

[5] See: E. M. H. Kamerbeek, Electric motors, this issue, p. 215. .

8] A system operating in a closely similar way but for another
application and in only one direction has been described in
detail by P. Diekmann in: Digitale Frequenz- und Phasen-
vergleichsschaltung fiir nachgesteuerte - Oszillatoren, Int.
elektron. Rdsch. 24, 231-232, 1970.
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input (the stator or rotor). The signal obtained at the
output then has either the sum frequency (wo + wy)/2%
or the difference frequency (wo — wr){27 depending on
the sense of the mechanical rotation with respect to the
rotary field.

This arrangement does not have the disadvantage of
the slotted-disc sensor (and any other sensor that gives
pulses at a repetition rate proportional to the shaft
speed) that the scanning rate of such a discrete system
is so low that this quantization limits performance and
can introduce instability if there is a large decrease in
speed. Our carrier-frequency technique also avoids
another difficulty that can occur with the more usual
double-sideband modulators. These produce two
sidebands, wo 4+ @ and wo — w; at low angular fre-
quencies w the two sidebands are very close and can-
not be separated by using a linear filter.

Purely digital control

We now come to our second typical example of a
frequ‘ency-analog speed-control system. The essential
difference between this system and the first one is that
here there is no analog transfer in the actual control
loop ( fig. 6), only switching. This approach makes the
system very insensitive to interference.

As in fig. 3 the block PD + Sy (phase detector and
synchronization) represents a bi-directional counter
with almost identical control; but in this example of a
single-quadrant drive — in which only one sense of
rotation and motor operation are required — there
are four states, not five, with latching in states ‘I’
and ‘4’. The states of the counter have a different
significance here. In the states ‘4’ and ‘3’ the amplifier
PA, which amplifies the trigger pulses for the controlled
rectifier, is gated off; while the counter has state ‘1’ or
2’ the thyristors T/h1 and The are triggered contin-
uously. The reference pulses are derived from the zero
crossings of the mains waveform by a pulse shaper
PS:: the mains voltage acts here as the reference signal.
The measured pulses are derived from the zero cross-
ings of the output voltage of the synchro generator by
a pulse shaper PSz. For the present we shall leave aside
the functions of the phase modulator PAM connected
in the signal path and the f/V converter for damping;
their operation will be more fully explained later. The
specified speed is presented here in the form of the
carrier frequency for the synchro. The frequency range
to be covered is given by

om < Wo < Wm + 27Mmax,

where wm is the angular frequency of the supply mains
and #max is the maximum speed of the motor (in
revolutions per second). The angular frequency of the
synchro output voltage is equal to wg— wr.
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Fig. 6. Speed control for a d.c. motor. M motor. S synchro
generator for generating the measured frequency. G three-phase
generator. PS1,2 pulse shapers. PiM phase modulator. PA pulse
amplifier.

After the system has been switched on, wo— @wr > @wmn,
so that the ring counter switches erratically back and
forith between states ‘1’ and ‘2’ because of the counting
direction, as discussed earlier. Continuing with the con-
vention adapted above the thyristors are then per-
manently triggered and the rotor voltage corresponds
to the average of the complete half-cycle of the 50 Hz
a.c. voltage. The maximum motor torque is then de-
livered and the motor consequently runs up to speed.
This makes w = wo— wy smaller and when the
situation wm = w is reached state ‘3’ of the counter
appears for the first time. Since state ‘3’ is initiated by
the reference pulse, then in our convention the trigger-
pulse amplifier is gated off at the zero crossings of the
mains voltage, so that triggering does not start at the
beginning of the next half-cycle. Triggering does not
start until the measured pulse switches the counter back
to state 2°. From now on state ‘2’ and state ‘3’ are
selected alternately, which has the effect of phase
control of the mains voltage and also means that
synchronization has been achieved. Fig. 7a shows the
rotor voltage derived from the mains voltage, fig. 7
shows the output voltage of the synchro, fig. 7¢ the
reference pulses derived from the mains voltage and
fig. 7d the measured pulses derived from the synchro
voltage. The hatching indicates the part of the cycle in
which each thyristor conducts.

. If the load is increased the machine starts to run
more slowly. Since w = wo— wr, this .results in a
decrease in the phase difference between w and wm and
an increase in the firing angle «. The motor torque
therefore increases and the control takes up a new
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equilibrium. This is very similar to what happened
in the first example for an increase in load, but one
difference here is that the ring counter is involved in
both measurement and control.

To explain the function of the phase modulator P#M and the
frequency/voltage converter, let us look again at fig. 7. We can
see at once that an intentional change in the phase difference
between wm and w will have an immediate effect on the motor
torque because of the phase control. In the same way as in the
first example damping can be provided by introducing a phase
change proportional to w. The block diagrams of the control are
therefore identical for the two systems.

The phase modulator consists of a simple monostable circuit
whose delay At can be controlled by a voltage. The control is
taken from the output voltage of an f/ ¥ converter, like the one
described earlier, via a highpass filter. The original value of the
delay time of the monostable circuit, the ‘operating point’ for
the control, has no steady-state significance since it merely pro-
duces a constant angular difference. It can in fact be used to
apply angular corrections to a rotating motor with a control
voltage. The dynamic operation is of course slightly affected by
the small extra delay time.

Two other versions

To end this section we shall take a quick look at two
frequency-analog control systems for induction mo-
tors, which are widely used in drive systems. The first
system is for a slip-ring armature motor, the second
for a squirrel-cage motor.

Since the slip-ring armature motor is in itself an
electromechanical frequency-difference device, like a
synchro, no sensor is necessary, and the frequency of
the rotor current will serve as the measured quantity
related to the speed (see fig. 8). To obtain the desired
scanning speed the rotor-current frequency is multiplied
by six, making use of the three rotor phases. In this
way a measured-frequency range of 300-50 Hz corre-
sponds to speeds of 0 to about 21 rev/sin a four-pole
machine. This same frequency range also has to be
covered by the reference generator G [71. Control of the
motor torque is obtained with the aid of a d.c. chopper
Ch and a full-wave three-phase rectifier that converts
the rotor current to d.c.; this d.c. current, which also
flows through an external rotor resistance, is period-
ically interrupted by the chopper. The ratio of the
time switched on to the time switched off (mark/space
ratio) determines the effective resistance, giving rapid
electronic control of the motor torque (51 [8]. As before
damping is provided by phase modulation of the
reference frequency.

The motor torque and speed of a squirrel-cage motor
can be controlled by using an inverter; a voltage-
controlled oscillator is then required that will control
the frequency of the output voltage from the inverter,
and also its amplitude, to obtain as constant a flux as
possible in the machine; see fig. 9. The phase detector
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Fig. 7. a) Rotor voltage of the d.c. motor in the control system
of fig. 6. At any given moment one of the two thyristors will be
conducting (firing angle o); it will remain conducting after the
mains voltage has changed sign since the energy stored in the
magnetic field of the rotor still has to be discharged. This
thyristor remains in the conducting state until the other one is
triggered. b) Output voltage of the synchro. ¢) Reference pulses
derived from the mains voltage. d) Measured pulses derived from
the output voltage of the synchro; these determine the firing
angle a of the thyristors. ’
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Fig. 8. Frequency-analog control of a slip-ring armature motor
by measurement of the rotor frequency. This is multiplied by
six and compared with the reference frequency produced by the
generator G; the error signal resulting from this comparison
controls a d.c. chopper Ch. This chopper interrupts the rotor
current successively, after full-wave rectification in a three-phase
rectifier, with a variable mark/space ratio and connects them to
a resistive load. This varies the effective resistance in the rotor
circuit and hence the motor torque.

and the synchronization stage operate in the same way
as in the first example given in this section, while the
measurement is made as in the second example, but
with the aid of the upper sideband. '
Since the flux in the machine is taken to be constant,

71 J. Lemmrich, Frequenzanaloge Motorsteuerung mit kontakt-
losen Bauelementen, Elektr. Ausriistung 1965, No. 2, 58-61.

8] H. Kalis and J. Lemmrich, D.C. chopper with high switching
reliability and without limitation of the adjustable mark/space
ratio, IEE Conf. Publn. No. 53, Part 1: Power thyristors and
their applications, pp. 208-215, 1969.
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Fig. 9. Frequency-analog control of a squirrel-cage motor M by
varying the frequency of the supply with the aid of an inverter In.
The output frequency and amplitude of the inverter are deter-
mined by a voltage-controlled oscillator VCO. A synchro §
measures the speed. AP highpass filter.

a larger motor torque can only be obtained at greater
slip, because the torque of a squirrel-cage motor is
approximately proportional to the slip in the operating
region of the characteristic [5). This proportionality
requires an extra control of the supply frequency, which
is obtained by adding to the control signal Ss a signal
S1 = kaw; proportional to the speed. The coefficient kg
is given a value such that the rotating motor field is as
close as possible to synchronism with the shaft at
Sz = 0. Damping is derived from the signal obtained
through a highpass filter HP and the following
amplifier.

Many more examples could be listed, such as the
control of an induction motor by voltage chopping [,
However, we hope that the explanations given above
will allow such combinations to be worked out inde-
pendently.

Advantages of frequency-analog control over conven-
tional systems

Conventional systems of motor control are either
completely analog or partly digital. A group that are
completely analog are the PI and PID control systems;
these use control signals proportional to the speed error
(P), to its time integral (/) and in some cases to the time
derivative (D). The most important advantages of
frequency-analog controls over these analog systems
are:
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— Perfectangular precision, allowingaccuratetracking.
— The angular position of drive shafts can be adjusted
at will, even with the motor running, merely by chang-
ing the phase of reference or measured pulses.

— Much better signal/noise ratio (the information is
not contained in the amplitude).

— Compatibility with electronic data-handling equip-
ment.

Compared with high-quality digital control systems
combined with a minor analog P-control loop, the
advantages of frequency-analog control are:

— There is no need for the P-control tachogenerator.
— For the same discrimination of the sensing device
the amplification that can be obtained in the control
loop is much greater.

— The control quantity is continuously variable; this
is not so in some conventional systems.

Very accurate angular tracking can be achieved by
operating two frequency-analog control systems from
the same reference generator, and constant speed ratios
can be maintained by using frequency dividers and a
common reference generator. Extremely low shaft
speeds can be obtained, right down to zero. At zero
speed the drive reacts like a torsion spring. With this
arrangement tracking systems can therefore be run
right up to speed synchronously, even from rest.

Drying-oven conveyor belt synchronized with a printing
press

We now give a description of a frequency-analog
control that we have developed for the conveyor belt
of a drying oven. The frequency signals used not only
provide the synchronization for the two drives, they
are also applied for other control purposes.

Many commodities are packed nowadays in tins or
in glass bottles or jars with closures, such as screw-caps
or ‘crown corks’ made from tinplate. In the manufac-
ture of the tins and closures sheets of tinplate about
1 m2 in area are printed during one revolution of the
cylinder of a printing press and then carried along
between two carriers attached to the conveyor belt of
a drying oven. Fig. 10 shows a diagram of such a
priﬁting—and-drying unit. The drive for the conveyor
belt has to meet the following requirements:

1. The conveyor belt and the printing press must
operate in synchronism.

2. The speed of the belt should be continuously variable
in a given range (e.g. 1 : 3).

3. The belt must never become so slack that the carrier

(9] A. Walraven, Controlling the speed of small induction motors
by means of thyristors, Philips tech. Rev. 28, 1-12, 1967. .
K. Rennicke, Speed control of capacitor motors by varying
the supply voltage, to appear in the next issue on electric
motors.



Philips tech. Rev. 33, No. 8/9

%8:_’ ® g -

St Pr

frames tip over. Also, the belt is so long that two driving
motors are required.
4. The phase angle between the cylinder of the press
and the separate carriers at the instant of transfer must
be variable in steps or continuously, to enable different
sizes of sheet to be loaded correctly into the drying
section.
5. The time required to synchronize the conveyor belt
to the selected phase must be less than 3 seconds. This
is necessary for compatibility with other operations.
Previously all these requirements have been met by
using mechanical devices such as shafts and clutches.
However, there are limits to the successful use of such
devices when the process is speeded up or the instal-
lation made larger. Electronic elements then have to be
brought in. The solution to the problem is split into
two parts: driving the conveyor belt to match a control
value provided independently or by a sensor on the
printing press, and the phase adjustment and syn-
chronization at the correct phase angle.

Driving the conveyor belt

The conveyor belt is driven at each end by a con-
trolled induction motor with gearing. Since the upper
half of the belt is in tension, M; (fig. 10) has to supply
the greater part of the total torque required to over-
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Fig. 10. The printing-and-drying
unit for tinplate. St stack of
sheets of tinplate to be printed.
Pr- printing press. Dr drying
oven, with its conveyor belt and
upright carriers to carry the
printed tinplate through the
oven. M1,2,3 motors.

come the friction, while Mz determines the speed at
the point where the tinplate sheets are transferred by
supplying a greater or lesser additional torque. To
obtain good dynamic operation and a satisfactory
static stituation, it is found desirable to arrange that a
constant torque, unaffected by the control and just too
small to move the belt, is supplied by M7 ; the additional
torque required to operate the belt, and dependent on
the load, is shared between the two motors. In this
arrangement the ratio in which the additional torque
is divided between the two machines is independent of
speed and load, — a desirable condition for good
dynamic operation.

The speed of the slip-ring armature motor My is
controlled by a frequency-analog system ( fig. 11). The
measured frequency is derived from the electrical rotor
signal (as explained on p. 265). The reference frequency
is produced in the rotor of a synchro S or by an elec-
tronic frequency generator G. Comparison of the re-
ference and measured values in the block PD 4+ Sy
gives a periodic switching function, which controls a
chopper Ch that operates as an electronically con-
trolled resistance [8). Fig. 12 shows examples of torque-
speed characteristics.

Motor M; has a squirrel-cage rotor that makes use
of the skin effect. The rotor is designed so that a voltage

& GB .
* ] @ Qne)
m ] BE poy[]
3
Ch PS
PD+Sy
G

ﬂ:’?w_g

Fig. 11. Block diagram of the
frequency-analog control for the
conveyor belt. Motor M1 pro-
vides the torque, motor M2 de-
termines the speed. M3 driving
motor for the printing cylinder
Pr. GB gear-box. The block
PD + Sy controls the speed of
the motor M2 from the signals
arriving via the chopper Ch and
also provides a signal for the
control of the torque of Mi. The
synchronization circuit and
phase-shifter Sy <4 PhS syn-
chronizes the belt with the print-
ing cylinder and ensures the
correct relative angular settings
with the aid of the pulses from
the proximity switches PSws

GB

Sy+PhS

for the belt and PSws for the
cylinder. G generator for internal
reference frequency.
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of mains frequency induced in the stationary cage will
only produce a current in the outer part of the cross-
section of the conductor bars, because of the skin effect.
This means that the stationary rotor has a relatively
large effective resistance and hence a high starting
torque. When the motor runs up to speed the frequency
of the rotor current decreases, so that the skin effect
also decreases and the effective rotor resistance be-
comes smaller. Because of this interaction the motor
has a constant torque over a wide range of speeds; this
independence of speed holds for a considerable range
of stator-voltage variation, produced for example by
phase control (see fig. 13).

The phase control for the torque motor M; is
driven by a quasi-steady-state signal derived from the
switching function ¢ of the speed motor Ms, which is
proportional to the load (see figs. 11 and 12). This
ensures that while changes in the load of the conveyor
belt are sensed only by the frequency-analog control,
they are shared between the two motors in an adjustable
ratio. The torque distribution is made independent of
the speed by using a multiplier circuit that takes the
slip into account in generating the control signals.

Since the two motors M1 and M3 are both mechanically
coupled by the belt and electrically coupled by the torque-shar-
ing, precautions have to be taken to avoid instability. The dynamic
characteristics can best be discussed with the aid of the control
diagram of fig. /4. The frequency-analog control of Mz has a
transfer function Gs (to a good approximation the same as for a
PI control). The driving torque T2 produced in Mz first of all
compensates the load T2 and secondly it operates on the entire
spring/mass system (G1) of the conveyor belt; the angular
velocity cannot therefore be derived directly by simple integration
of the acceleration. At the same time a signal ¢ is derived from
the control error of the frequency-analog control: this is the
phase angle between reference and measured frequencies, and is
represented by the mark/space ratio of the switching function;
this signal & determines the torque of M. This torque T also
operates both on the braking load T;1 and on the spring/mass
system (Gs). The speed of each motor shaft is however still
affected by the torque of the other motor through the spring/
mass system (G2 = Ga).

The transfer functions G1 to G4 are determined by the inter-
action of the masses and springs in the conveyor belt, seen from
the appropriate reference system. They are rational fractional
third-degree functions of the complex frequency.

This system can easily be stabilized by putting the torque-
control signal & derived from the frequency-analog control
through a lowpass filter of transfer function 1/(1 + s7), to
attenuate the higher-frequency components responsible for the
instability. An apparent disadvantage here is that the control of
the torque in M1 is then relatively slow compared with the speed
of reaction of the frequency-analog control. However, since the
complete system can be considered to be a slow system, cutting
off the frequency response with a lowpass filter does give satis-
factory stabilization. If faster operation were required for a
different kind of installation, effective damping could for example
be obtained with velocity feedback.
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Fig. 12. The torque T. of the motor Mz (fig. 11) as a function of
the speed »n; the rotor circuit is closed for a percentage § of the
time. The motor has four poles and is rated at 800 W.
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Fig. 13. Torque-speed characteristics of the squirrel-cage motor
M with skin effect, for phase control at various angles . The
torque is practically constant for a wide range of speeds.
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Fig. 14. Control block diagram of the conveyor-belt drive. Gge
control circuit. & error signal. Gmi,2 motors Mi s with their |
control. G1,G3 driven spring/mass systems of the conveyor belt.
wr1,2 angular velocities of the motors Mu,2. Instability arising
from the coupling between M3 and Ma through the belt can be
damped out either by including a lowpass filter 1/(1 4 s7) in the
control of M or by adding a signal of negative sign and propor-
tional to the angular frequency wr1.
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Phase adjustment and synchronization at the correct
phase angle

For the conveyor belt to make the transition from
the non-synchronized to the synchronized state, all that
is required is to switch over from the internal reference
frequency to the external frequency derived from the
speed of the printing press. This would introduce a
small transient because of the discontinuity in phase.

However, the situation becomes more difficult with
the requirement that both drives must be synchronized
with a particular phase angle between them, with no
more than about 3 seconds delay between the start of
the synchronization process and its completion. A
condition for the fulfilment of this requirement is that
there must be a difference in speed between the printing
press and the dryer. There is a fixed relation between
this difference and the time necessary for synchroniza-
tion; the shorter this time has to be, the greater the
difference in speed required, but the more marked the
transient at the instant of synchronization. Some sort
of monitoring device is also required that measures the
relative angular position at the start of synchronization
and compares it with the specified value. If the two
values do not coincide, which is usually the case, then
the change in the relative angular difference due to the
difference in speed must be added to the value first
measured until it reaches the specified value. Only then
can the internal frequency be exchanged for the exter-
nal one.

Although solutions to such problems have indeed
been found, whether by using an analog method with
servomotors, or a digital method whose pulse rate
corresponds to the required setting accuracy for the
angle, neither of these two kinds of sensing device are
required in frequency-analog drives. Only simple pulse
generators are required which indicate the separation
in time between the successive carriers and between the
separate revolutions of the printing cylinder. The fine
subdivisions for accurate indication of the intermediate
positions between two carriers are given by the meas-
ured frequency of the motor itself.

Starting from the frequency relation for the induction
motor:

ﬁ' =fm_ hp,

where f; is the frequency of the rotor currents, used as
the measured frequency, fm the mains frequency, » the
number of revolutions per second and p the number of
pole pairs, it can be shown that the displacement of the
train of reference pulses results in a mechanical angular
rotation of 360°/pa in one pulse interval 7. Here a is a
factor by which the measured frequency has to be
multiplied. In the case described here a is equal to 6;
this is because the zero crossings that occur in each. of
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the three rotor phases are used in the multiplication
process. For a four-pole machine and @ = 6 the pulse
interval therefore corresponds to an angular increment
of 30°.

A displacement of the measured signal with respect

to the reference signal of one pulse interval therefore
corresponds to a 30° rotation of the motor shaft. If the
motor is connected to gearing, then this corresponds to
an angular difference of 30°/my at the output side,
where myg is the gear ratio. This increment of 30°/my
indicates the fineness of the subdivision achieved by
the frequency-analog measured signals, and hence the
maximum setting accuracy. In the present case the gear
ratio mg is equal to 162, giving a subdivision into units
of 30°/162 = 0.185°. Such a degree of setting accuracy
is by no means necessary, so that frequency dividers
can be used to simplify monitoring and adjustment.
. The definite relation between pulses and the angular
positions of the motor shaft forms the basis of the
circuit in which the measurement and adjustment of
the phase take place. The composition of this circuit
will now be described by examining the operations that
take place in it.

After the drying-and-printing unit has been switched
on a gate circuit is opened to pass the first pulse from
the proximity switch PSws for the printing cylinder,
which releases an up-down counter C preceded by a
frequency divider (see fig. 15). Two signals now appear
at the input to the counter: the reference pulses from
the rotor of the synchro driven by the printing roller
and of frequency fpr = 6 (fm— npr), and the sixth har-
monic of the mains 6fm (in the expression for fpr the
quantity npr is the speed of the printing roller in revo-
lutions per second). When the next pulse arrives from
the proximity switch PSwz for the conveyor belt this
counting process is stopped. The contents of the
counter are now proportional to the number of revolu-

C
A NN f A
6fm — | o i Lo

fpr'—rt—_o ! n

1 ]

;! |

i CU! Com

PSw, PSw,

Fig. 15. Unit for measurement and control of the phase difference
between printing cylinder and conveyor belt (fig. 11 PAS). C
up-down counter. DA digital-to-analog converter. Com com-
parator. CU control unit. The phase difference is preset with the
aid of the resistor network (right).
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tions of the synchro and correspond accurately to the
angle described by the printing cylinder during the
measuring time. The proximity switch for the printing
press supplies a pulse for each revolution of the print-
ing cylinder, and the proximity switch for the conveyor
belt supplies a single pulse each time a carrier passes
(to give a phase angle of 20° between the separate
carriers 18 teeth are required on the proximity-switch
disc). The angular position of the printing cylinder with
respect to the carriers therefore follows from the angle
described by the printing cylinder between the two
pulses.

Next, the counter input to which the sixth harmonic
of the mains frequency is applied is instead switched to
the measured frequency far from the drying unit; this
provides a continuous measurement of the difference
in angle between the two machines. This relative angle
-varies continuously owing to the difference in speed.
When the angular difference reaches 27z (corresponding
to 108 pulses) the counter is set back to zero and
started again because of the periodicity of 2z on
rotation.

As soon as the angle — expressed by the state of the
counter — between the cylinder and the belt, rotating
at their different speeds, has become equal to the
specified value, synchronization takes place as follows.
The state of the counter is converted into an analog
signal in a digital-tc-analog converter (DA, fig. 15) and
applied to the input of an operational amplifier. Cur-
rents that represent the specified value of the phase
angle, but of the opposite polarity, are also supplied at
the same input, so that comparison of these and the
measured values is made right at the input of the
amplifier. The control error is amplified and applied to
a comparator Com that can distinguish between three
states: positive error, negative error and equality
(within a tolerance interval). Once the error has become
equal to zero, the inputs of the counter are disconnected
from the pulse generators and the internal reference
frequency of the generator G (fig. 11) is exchanged for
the external one from the printing unit.

In practice it is often necessary to alter the phase
relation between printing and drying units while they
are in operation. However, since the two units are
already synchronized, there is no accelerating or
decelerating reference frequency. This can then be
derived from the reference frequency produced by the
printing cylinder or from the measured frequency,
with the aid of two special phase-shifters in which the
applied pulses can be delayed as required.

The phase-shifters consist essentially of monostable
circuits, connected in the path of the reference and
measured pulses, with variable delay times. By in-
creasing these delay times continuously the pulses can
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PSw; lPSWZ

Fig. 16. The output voltage of the digital-to-analog converter at
synchronization (left) and at the first phase check (right). After
the pulse from the printing-unit proximity switch PSw3 the coun-
ter is set back to zero (upper step); next the angular increments
of the printing cylinder are added up in the counter (short steps)
until a pulse arrives from the conveyor-belt proximity switch
PSwe. The number of increments indicates the phase angle of the
cylinder with respect to the belt. From this moment on the two
angular velocities are compared and only the differences in the
angular increments are counted in (long steps). The specified
phase angle is reached in due course because of the differences in
angular velocity. Synchronization takes place here; the counter
remains at its final value. At the first check the phase angle is
measured again; a phase correction of one angular increment is
found necessary to correct a phase error that has arisen during
the switchover.

be given a steadily increasing delay. This will cause
the belt to speed up or slow down, depending on
whether the variable delay is applied to the measured-
frequency or reference-frequency path. The fundamen-
tal limit to the delay, and hence the phase shift, that is
encountered when the next trigger pulse arrives before
the previous delayed pulse has been delivered is avoided
by setting the monostable circuits back to zero and
suppressing the next delayed pulse to arrive.

These automatic phase-shifters come into action as
soon as an angular error appears, due for example to
a change in the specified phase. After the error has
disappeared the phase-shifters switch themselves out
of use automatically.

This system for phase measurement and control also
includes a timer, which compares the value of the
phase angle with the prescribed value every ten seconds.
For this purpose the existing phase relation is first
determined, as in the synchronization process. Any
deviation from the specified relation is corrected by
switching in the phase-shifters.

To illustrate the operation of the synchronization
process, the output signal from the digital-to-analog
converter is shown in fig. 16. The short ‘steps’ indicate
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the measurement process for determining the angular
difference at the time of the first pulse from the con-
veyor belt, the long ‘steps’ are angular corrections that
are carried out before synchronization takes place.
The first periodic phase check can be seen at the end
of the trace after the first interval of 10 seconds. This
check consists of a measurement and a correction of
one step that had been lost because of the time taken
by the synchronization process and now has to be
made up.

Provided that the synchronization command does
not coincide with switching on the complete printing-
and-drying unit, but is only given when the machines
are running at full speed, the synchronization time
consists only of the correction time, which depends on
the difference in speed. The delay arising between the
synchronization command and the arrival of the first
pulse from the printing unit and the measurement time
that elapses between the appearance of the printing-
unit pulse and that of the conveyor-belt pulse do not
extend the synchronization time.

To obtain an estimate of the worst-case value of the
synchronization time, we have to remember that this
can be equal to the reciprocal of the difference in the
number of revolutions per second of the printing
cylinder and the belt. The reason for this is to be found
in the periodicity of a rotation: at the instant when the
synchronization command is applied the phase angle
may have just overshot the specified value, so that an
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extra angular difference of nearly 2z must be described
before the specified value is reached. This means that
with a printing-roller speed of 70 rev/min and a drying-
unit speed of 100 rev/min the difference between the
two is 30 rev/min or % rev/s and the maximum syn-
chronization time is therefore 2 seconds.

The specified phase angle is indicated by a switch
that enables the specified value to be selected with the
aid of a resistor network with 16 steps. Since the total
spacing between carriers is 20° this means that the
positioning accuracy is about 1.25°, Inside each of the
steps there is a further uncertainty of 4 0.1°, which
depends on the sequence in which the first measured
and mains-frequency pulses happen to appear after the
starting pulse for the measurement of the angle.

Summary. The well known phase-lock-loop technique from
electronics can also be used with advantage in the speed control
of electric motors. In this application thé angular position of the
motor shaft is continuously compared with the phase angle of a
reference signal. The angular differences that arise are used to
give a corresponding control of the motor, e.g. by phase control
with thyristors. The phase comparison allows very accurate
tracking to be obtained. The specified value, provided in the form
of a frequency, can readily be transferred to a remote location
and the digital data processing is not sensitive to interference.
The principle can be applied with both d.c. motors and asyn-
chronous motors; with asynchronous motors of the slip-ring
armature type the rotor frequency provides the necessary meas-
urement information for speed and phase control.

A tracking control for a drying and printing unit for tinplate
sheets is described in detail as a practical example; a special
feature of this system is that the relative phase can be altered
when the unit is in operation.
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Field emission of electrons and ions

A. van Oostrom

Until recently the spectacular possibility of making the surface atoms of a specimen
individually visible by means of a field-ion microscope was confined to metals possessing
great cohesion, such as tungsten or platinum. The way in which this limitation was
successfully removed is one of the subjects of the article below, which discusses the
principles of field emission of both electrons and ions and also shows that the two methods
lend themselves to both qualitative and quantitative investigations of the solid state.

Introduction

Electrons can overcome the potential barrier at the
surface of a solid and be emitted if, for example, they
absorb sufficient thermal energy (thermionic emission)
or sufficient radiant energy (photoemission). It was
originally thought that field emission, i.e. the emission
of electrons which is caused by a strong electric field
and which was first observed in metals towards the end
of last century (1], could also be accounted for in a
similar way. It was assumed that the applied electric
field lowered the potential barrier at the surface suf-
ficiently to make the emission of electrons possible, but
this supposition proved to be incorrect. It was not until
1928 that R. H. Fowler and L. Nordheim (2] succeeded
with the aid of quantum mechanics in giving a satis-
factory explanation of the phenomenon, based on the
‘tunnelling’ of electrons through the potential barrier.
Field electron emission, the first main subject in this
article, forms the basis of field-emission microscopy,
which will be discussed in greater detail below.

It was also in about 1930 that the possibility of
ionizing hydrogen gas situated in a powerful electric
field, i.e. field ionization, was predicted [3],

The field emission of ions, the second main subject
of this article, starts with a field-ionization process in
the immediate vicinity of the positive electrode. But
whereas in field electron emission the electrons are
liberated from the metal into the surrounding space,
precisely the opposite takes place here: an electron from
a gas molecule striking the metal tunnels its way

Dr A. van Oostrom is with Philips Research Laboratories,
Eindhoven. :

through the potential barrier at the surface to the
metal. The electric field then causes the gas ion which
has been left behind to leave the surface immediately.
As in the case of field-electron emission, there is also a
method of microscopy which is based on the field emis-
sion of ions. Because of the function which the gas plays
in field-ion microscopy, it has been termed the ‘image
gas’.

Both forms of field emission were first used for
microscopy by E. W. Miiller [41. This scientist has con-
tributed so much in the area of field-emission and field-
ion microscopy over a period of 35 years that he can
rightfully be called the founder of both these inves-
tigation techniques. )

The field-emission microscope, often abbreviated to
FEM, is basically a very simple device [51. One elec-
trode is also the specimen, the other a fluorescent
screen facing the specimen at a distance of several cen-
timetres; both are situated in a vacuum chamber. The
specimen must be tapered towards the screen and the
tip radius. must be so small that at voltages which can
be conveniently used in practice (in the kilovolt range)

11 R, W. Wood, Phys. Rev. (1) 5, 1, 1897.

(21 R. H. Fowler and L. Nordheim, Proc. Roy. Soc. London
A 119, 173, 1928.

L. Nordheim, Proc. Roy. Soc. London A 121, 626, 1928.

81 1t was first found experimentally by E. W. Miiller; see

. Z. Physik 131, 136, 1951.

141 For the first application of field-emission microscopy see
E. W. Miiller, Z. Physik 106, 541, 1937; for the first appli-
cation of field-ion microscopy see the article of note [3].

51 A detailed description is given in: R. Gomer, Field emission
and field ionization, Harvard Univ. Press, 1961.
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Fig. 4. The potential barrier ‘seen’ by an electron leaving a metal
at an external field £ of 3 GV/m and a temperature of 0 K. ¥
potential energy of the electron. x distance from the metal sur-
face. The contribution —eEx, the potential energy of the electron
in a field of field-strength E, is indicated by a broken line, as also
is the contribution —e?/4x made by the image force, i.e. the force
exerted on the electron by the positive mirror-image charge. The
figure also shows the Fermi level V'F of the electrons in the metal,
the energy level ¥y of the vacuum, and the work function @.
The region with fully occupied electron levels is shown cross-
hatched. An arrow symbolizes tunnelling by the electron.
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Fig. 5. Theoretical energy distribution (fraction P versus the total
energy W) of electrons liberated from tungsten by field emission
at a current density of 10% A/cm? and a temperature of 4.2 K.
The calculation is based on the free-electron model and a Fermi
level at —4.5 eV is assumed. The P values are normalized to
unity for 0 K.
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Fig 6. Schematic diagram of a field-emission microscope ar-
ranged for measurement on individual crystal planes. C cath-
ode. 4 anode. Scr fluorescent screen. H hole in the anode.
S shield. Coll collector.

(121 A more detailed discussion is given in: A. van Oostrom,
Thesis, Amsterdam 1965 (also published as Philips Res.
Repts. Suppl. 1966, No. 1).
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The theoretical and experimental results for the
relation between the electron flow and the voltage and
for the energy distribution of the emitted electrons are
generally in fairly good agreement. Divergences are
largely ascribed to deviations from the free-electron
model, resulting for example from irregularities in the
band structure or from the presence of surface states.

In the section which follows some results of our
research into adsorption at the (100) plane of tungsten
will be discussed: these results illustrate the potential
of the method. The effect known as tunnel resonance
will also be discussed.

Adsorption on the (100) plane of tungsten

The (100) plane of tungsten is of special interest to
us because adsorption on it is often selective, and in
other respects its behaviour also differs from that of
most other crystal planes.

Atomsadsorbed on tungsten possess a dipole moment
due to an interaction with the tungsten atoms at the
surface. Depending on the donor or acceptor character
of the adsorbed atom, this dipole moment will reduce or
increase the work function. The former is the case when
substances such as zirconium and the inert gases kryp-
ton and xenon are adsorbed (Tuble I'), while the latter
occurs upon adsorption of substances such as carbon
monoxide and oxygen (at room temperature).

Table I. Some values measured by us for the reduction A® of
the work function which occurs as a result of adsorption on the
(100) plane of tungsten. T is the temperature. The work function
of pure tungsten is 4.65 eV. Its reduction causes the electron
emission in the (100) direction to increase steeply in relation to
other directions as a consequence of the great selectivity of the
adsorption.

Adsorbate T AD
Rhenium 300K — 0.05eV
Zirconium 300 — 1.95
Nitrogen 300 — 0.31
Nitrogen 78 — 0.51
Krypton 78 — 0.69
Xenon 78 ~ 1.53

The special character of the (100) plane of tungsten
isindicated by the fact that the adsorption of nitrogen at
room lemperature causes a reduction of the work func-
tion which is not found upon adsorption of this gas on
most other crystal planes.

Of the atoms which produce a marked reduction of
the work function upon adsorption — and which
therefore have a large dipole moment — zirconium
adheres strongly and inert gases such as krypton and
xenon weakly to the tungsten surface. Apparently,
therefore, there is no direct relation between dipole
moment and bond energy.
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Some investigators have tried to explain the pronounced re-
duction of the work function by zirconium by the fact that the
diameter of the zirconium atom coincides exactly with the short-
est distance between two tungsten atoms in the (100) plane
(0.316 nm). It seems to us, however, more appropriate to use this
good fit to explain the high bond energy rather than the magni-
tude of the dipole moment. It then also becomes possible to
explain the adsorption behaviour of rhenium which is also
strongly bound but causes only a slight reduction of the work
function. This atom combines a good fit and a low dipole mo-
ment.

Another respect in which the (100) plane of tungsten
differs from the other crystal planes is that the meas-
ured value of the pre-exponential factor in eq. (1) is
considerably larger than the theoretical value. This
discrepancy disappears completely if a monolayer of
nitrogen is adsorbed on the (100) plane at room tem-
perature. This indicates the existence of surface states.
The pre-exponential factors for other crystal planes
are not greatly changed by adsorption.

More information on the subject can be obtained by
analysing the energy distribution of the emitted elec-
trons. It has been found that the distribution of elec-
trons from the (100) plane of tungsten displays a
prominent maximum at an energy level 0.35 eV below
the Fermi level. Recent measurements have shown
that this feature gradually disappears after adsorption
of either zirconium, krypton or hydrogen [!3l. This
result is again an indication that surface states are
present.

Tunnel resonance

It has just been shown that deviations from the free-
electron model can disappear as a result of adsorption;
conversely it is also possible for adsorption to give rise
to deviations where none existed. This was first ob-
served in experiments in which nitrogen was adsorbed
on tungsten and then bombarded with electrons. At
78 K a new bond state was formed which led to
marked divergences from the free-electron model [14).

When these divergences occur, they are often found
to be associated with atoms or molecules for which the
energy level of the valence electron is just below the
Fermi level of the substrate. Quantum-mechanical
resonance effects as illustrated in fig. 7 then occur be-
tween the energy level of the valence electron and that
of the metal. The resonance may cause the current
density to increase by several orders of magnitude. This
adsorption effect has mainly been observed in alkaline-
earth metals.

The interaction with the metal electrons causes the
level of the adsorbed atom to widen more pronouncedly
the closer it is to the surface. The position and widen-
ing of the level can be found by measuring the energy
distribution of the electrons.

A. VAN OOSTROM

Philips tech. Rev. 33, No. 10

When caesium, the heaviest of the alkali metals, is
adsorbed on tungsten, tunnel resonance does not occur.
This is connected with the fact that alkali metals have
relatively wide bands in which the density of the energy
levels is lower than in narrower bands. The number of
energy levels that can lead to resonance is therefore
relatively small. More success can consequently be
expected with the alkaline-earth metals since they
possess much narrower bands, especially for p and d
electrons (15,

Field-electron emission and electric discharge

As was indicated in the introduction, the electrical
discharge occurring between two flat electrodes in vac-
uum is also a subject of interest. It has been found,
particularly for electrode spacings smaller than 1 cm,
that the discharge is preceded by electric currents be- .
tween the electrodes. These currents consist entirely of
field-electron emission from the negative electrode and
may initiate the electric discharge. The electron emis-
sion originates in whiskers or other sharp projections
on the surface of the electrode. The electrons bombard
a small area of the anode surface and will increase the
temperature there. When the anode begins to evap-
orate, an ‘anode discharge’ is initiated. Because of the
high current density in the whisker it is also possible
that the latter will start evaporating sooner than the
anode. In that case we speak of a ‘cathode discharge’.

Because of the low thermal capacity of the emitting tip, it will
reach an equilibrium temperature within several tens of nano-
seconds after the voltage has been applied. The anode, on the
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Fig. 7. Diagram to illustrate tunnel resonance resulting from
adsorption during field emission of electrons. On the left the
potential energy V of the electrons is plotted as a function of
their distance x from the surface. The potential energy consists
of a contribution from the external field and the energy Va of
the valence electron of the adsorbed atom. The contribution of
the image force has been neglected (see fig. 4). The diagram on
the right shows the energy spectrum of the emitted electrons (the
fraction P versus the energy V). Exchange of electrons readily
occurs between the energy level Va, which has been widened by
interaction with the metal surface, and the energy levels in the
metal, which are situated in the same area. This means that
electrons occupying the latter levels escape more easily than
others, a fact reflected in a peak in the energy spectrum. Vg
Fermi level. V5 vacuum level. ¢ work function.
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Fig. 8. The relation between the critical field-strength Eer at
which electrical discharge occurs and the surface area 4 of a
number of emitting tungsten tips.

other hand, is bombarded by a stream of electrons which is much
less intensely localized, so that the anode only attains an equili-
brium temperature milliseconds later. Advantage can be taken
of this difference in thermal capacity to apply high-voltage pulses
of several microseconds duration and cause a cathode discharge
which will melt the emitting tip. An anode discharge obtained
with a d.c. voltage causes appreciably more material to evaporate,
which may have the undesirable effect of coating the insulators
with a thin metal layer. The conditioning process using short
pulses is therefore to be preferred to d.c. conditioning.

Discharge resulting from the evaporation of needle-
shaped projections on the negative electrode occuis if
the current density and hence the field-strength exceeds
a certain limit. The critical current density is of the
order of 1012-1013 A/m2, which corresponds in practice
to a critical field-strength between S and 10 GV/m. The
critical field-strength depends on the material and
geometry of the emitting tip. In fig. 8 the critical field-
strength Fer is plotted as a function of the emitting
surface area A4 of the tungsten tips. Similar results have
been obtained with rhenium. The value of the critical
field-strength is also strongly influenced by quantities
such as the surface purity. Fig. 9 shows how the ad-
sorption of oxygen and carbon monoxide, the presence
of carbon as an impurity, and that of implanted argon
ions can affect the relation between A4 and Eer.

The equilibrium temperature reached in an emitting
tip is chiefly determined by the Joule effect, thermal
conductivity and the Nottingham effect. The Notting-
ham effect results from the difference between the mean
energy of thie emitted electrons and those which refill
the holes formed in the Fermi sea by their emission
(fig. 10). Heating occurs if the difference is negative,
cooling if it is positive. For a particular field-strength
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Fig. 9. Curves as in fig. 8 for tungsten which has been subjected
to certain treatments: adsorption of oxygen (crosses), adsorption
of carbon monoxide (triangles), adsorption of carbon (squares),
argon-ion bombardment (white circles) and argon-ion bombard-
ment followed by heating to 1200 °C (black circles). The con-
tinuous line is the curve for untreated tungsten, as in fig. 8.
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Fig. 10. Diagrams to illustrate the Nottingham effect. The two
on the left show the occupancy of the energy levels in the metal,
those on the right the energy spectrum of the emitted electrons
(the fraction P versus the energy V). At low temperatures (fop) the
mean energy Pm of the emitted electrons is lower than the Fermi
level and heating occurs as a result of replenishment of the elec-
trons from the Fermi sea; if Vm is higher than VT, as is the case
at high temperatures (bostom), cooling occurs.

(131 C, Lea and R. Gomer, J. chem. Phys. 54, 3349, 1971.
B. J. Waclawski and E. W. Plummer, Phys. Rev. Letters 29,
783, 1972.

(141 'W. Ermrich and A. van Oostrom, Solid State Comm. 5, 471,
1967.

(5] E, W. Plummer and R. D. Young, Phys. Rev. B 1, 2088, 1970.
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and work function there is a critical temperature above
which there is cooling and below which heating. For
low-melting metals Nottingham heating is important,
in fact more important than the Joule effect. In the case
of high-melting metals the temperature equilibrium
depends chiefly on Joule heating and Nottingham
cooling.

Further research will undoubtedly lead to even
greater control of the electrical discharge than our
present knowledge, as represented by the results re-
ported here.

Field-ion emission

Theory

The potential barrier which an electron has to pass
through in the case of field-icn emission takes the form
illustrated in fig. 1/. As explained in the introduction,
the direction in which the electron passes through the
barrier is the opposite to that in field-electron emission:
the electrons tunnel from the gas molecules through
the barrier to the metal. Since the ionization energy of
most gas molecules is appreciably higher than the work
function of a metal surface (10-25 eV as compared to
4-5eV), it means that the electric field required for field
ionization must be stronger than for the field emission
of electrons.

There are two requirements which must be met
before field-ion emission can occur: not only must the
potential barrier be sufficiently narrow and low, but
the energy level of the valence electron to be removed
must be higher than the Fermi level of the specimen —
otherwise no tunnelling is possible. If the gas molecules
are far from the surface of the specimen, the first
condition is not satisfied ; if they come too close to the
surface, the energy level of the valence electron drops
below the Fermi level and the second condition is not
satisfied. There is therefore a narrow zone around the
specimen tip in which ionization occurs. If the gas
molecule has come so close to the specimen that the
energy level of the valence electron has reached the
Fermi level, the height and width of the potential bar-
rier for the given field-strength have the lowest values
at which tunnelling is still possible, and the ionization
probability is greatest.

For a simple potential barrier of height (9—2)/e3E)(16]
and width (I — ®@)/eE, the tunnelling probability is
given by [61; :

=)o

where 7 is the ionization energy of the gas molecule, @
the local work function, E the electric field-strength and
Cs and C4 represent constants,

D = exp {C3(1— C4EM2)12 (
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If a situation occurs in which D has the same value
for different image gases, the relation between the field-
strengths can be derived from eq. (2). It is thus possible,
for example, to compare the field-strengths at which
field ionization is a maximum for various gases. The
field-strength at this maximum can be determined for
one particular gas by calibration with the aid of field-
electron emission. In this process the polarity of the
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Fig. 11. The potential energy ¥ of the valence electron of a
helium atom in a field-ion microscope as a function of its distance
x from the specimen surface, at a field-strength E of 44 GV/m and
a temperature of 0 K. Vr Fermi level. V5 the energy level of the
vacuum. A value of 4.5 eV is assumed for the work function ®.
I is the ionization energy of the gas. Broken lines indicate the
contribution eEx — the potential energy of the electron in the
applied field — and the potential energy of the electron without
an external field. The latter contribution has a minimum ¥, at
the site of the gas atom. Unlike the situation in field electron
emission, the electron tunnels towards the surface, and the ionized
atom leaves the latter. The tunnelling probability increases as
the potential barrier becomes narrower and lower. This does not
apply, however, if the energy level of the electron drops below the
Fermi level VF, in which case tunnelling becomes impossible.
The value xc chosen for the distance of the atom from the surface
in this figure is the one at which the two levels are the same. The
ionization probability is then greatest.

voltage is reversed without altering the other condi-
tions, and the gas is removed. A field-electron flow is
then generated and the prevailing field-strength result-
ing from the intensity of this flow can be derived from
the slope of the Fowler-Nordheim characteristic.

Table 11 lists a number of gases and the field-strengths
at which field ionization is at a maximum, (a) as found
theoretically from eq. (2) and (b) as measured by us.
The agreement between theory and experiment can be
considered excellent.
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Measurement of the energy distribution of the ions
has established that the ionization occurs in a zone
which is only 20 pm (0.2 A) wide. The number of
molecules in this zone available for ionization is
considerably larger than would be expected on the basis
of the kinetic theory of gases. There is an extra supply
of gas molecules since they are polarized in the inhomo-

geneous electric field. The equation for this supply Zs
is (171;

Zomimt L (TN
s ~ dour s

3
QaMkTY2 \ 2kT ®

where r represents the radius of curvature of the
specimen, p the gas pressure, a and M the polarizability
and the mass of the molecule, respectively, T the tem-
perature of the gas and % the Boltzmann constant. As
before, E is the electric field-strength. This relation will
be used in one of the subsections which follow.

Field-ion microscope

For the proper functioning of a field-ion microscope
it is essential that the specimen should be cooled.
This is related primarily to the fact that the polari-
zation of the gas molecules referred to above causes
them to pass through the ionization zone at high
velocity, thereby greatly reducing the probability of
ionization. If, however, the specimen is cooled to
lower temperatures, the velocity of the molecule after

Table II. Calculated (Ec) and measured (Em) values of the field-
strength at maximum field ionization for a number of gases, and
the ionization energies of the same gases. Eq. (2) was used for the
calculations.

Gas I Em E,
(V) (GV/im)  (GV/m)

He 24.5 44.0 44.0
Ne 21.5 34.0 34.5
Ar 15.7 19.0 19.0
He 15.6 22.0 18.8
N 14.5 16.5
N 15.5 18.5 18.6
CHg4 14.5 13.0 16.5

reflection and remaining a short time at the surface
will have been greatly reduced, so that the ionization
probability is much greater. In the second place, if the
temperature of the image gas is low, the tangential
velocity of the ions formed in the zone is low, which
improves the resolving power of the field-ion micro-
scope. _

- It is also important for the proper functioning of the
FIM that the image gas should be correctly chosen.
The factors determining this choice are as follows.
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The first is the light output of the fluorescent screen.
As was indicated in the introduction, we were able to
increase this output by introducing a channel plate [18],
Until this was done the light output of the screen limited
the choice to light gases such as hydrogen and helium.

The second factor is the radius of the ion. The smal-
ler the radius, the higher the resolving power.

The third factor is the desirability of cooling the
specimen. This limits the gases which can be used to
those which do not condense at the cooling temper-
ature. ’

The fourth factor is the level of the ionization energy.
Helium possesses the highest ionization energy of any
gas: 24.5 eV. This means that if helium is used as the
image gas, the field-strength has to be so high that any
other gases in the vacuum chamber are ionized before
they reach the surface of the specimen. The choice of
helium as the image gas ensures that the surface to be
imaged remains completely free of adsorbed gas from
the vacuum, even if the gas pressure is relatively high.

The fifth factor is the requirement that the field-
strength necessary for field evaporation of the material
being investigated should be higher than that at which
the molecules of the image gas are ionized. It was this
factor which previously restricted the application of
the FIM using helium, with its high ionization energy,
to the investigation of metals with great cohesion, such
as tungsten. The ionization energy of the other gases
which are now also employed, such as argon, xenon and
methane, is lower than that of helium, which means
that the field-strength used can also be much lower.

To enable the atoms of a crystal lattice to be imaged
individually with the aid of a field-ion microscope, it is
also necessary for the tip of the specimen to be prac-

-tically spherical and ‘atomically smooth’. This ideal

shape is obtained with the aid of field evaporation,
which ensures that the atoms located on sharp edges
and projections are the first to be evaporated by the
local increase of field-strength. )

In the system which we employ, the specimen is
cooled with a cryogenic liquid such as helium (4 K),
hydrogen (20 K), neon (27K) or nitrogen (78 K).
There are also systems in which any desired tempera-
ture can be set, e.g. by flushing with ‘cold gas. The
image gas is admitted through a valve or by a diffusion
process, e.g. through quartz in the case ‘of helium.

Fig. 12 is a schematic diagram of-a field-ion micro-
scope with a channel plate. The gas ions produced by
field ionization in the strong electric field at the surface

[16] The Schottky term derived earlier reappears here.

17 M. J. Southon, Thesis, Cambridge 1963. .

0181 J. Adams and B. W. Manley, Philips tech. Rev. 28, 156, 1967.
G. Eschard and R. Polaert, Philips tech: Rev. 30, 252, 1969.
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All the nitrogen molecules have been ionized at this
field-strength. The same applies to the experiment
illustrated in fig. 17, in which the specimen was imaged
in nitrogen at a field-strength of 18.5 GV/m.

It is possible to lower the field-strength periodically
briefly by means of high-voltage pulses without any
noticeable effect on the image. In one experiment we
used rectangular pulses of 1 ps width and a repetition
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Fig. 19. Field-ion current i as a function of the voltage U (and of
the field-strength E) for a nitrogen pressure of 4 X 10-2 Pa meas-
ured on the tungsten specimen shown in fig. 17. If it is assumed
that all the molecules have been ionized at the knee A of the
curve, the ionization probability Pj can be plotted vertically. The
calculated ionization probability is in good agreement with the
curve for this field-strength and for the ionization energy of
nitrogen.

frequency of 103. In addition to 10-2Pa neon the
system included nitrogen with a pressure of
2.1 x10-5 Pa. The amplitude of the pulse was variable
and the field-strength could be set to any desired value
between zero and 34 GV/m. If the pulse causes the
field-strength in such a system to drop below the mini-
mum value required for field ionization of nitrogen,
nitrogen can be adsorbed while the pulse lasts. Because
of the short pulse duration and low repetition frequency
the adsorption rate in our experiment was low. In a
period of 15 seconds only 2x 1012 nitrogen molecules
per cm? were adsorbed, while the adsorption rate for
impurities was so low that not more than 10° mole-
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cules per cm? ‘were adsorbed during the same period.
Durmg imaging with neon this gas was adsorbed on
the surface by polarization forces. It was desorbed again
during the pulse because the bond energy was then too
small. At 78 K neon is bound only at field-strengths
between 23 and 50 GV/m. Adsorbed neon cannot,
therefore, have any effect on the nitrogen adsorption
process, which takes place at lower field-strengths.
Under the influence of the electric field the adsorbed
nitrogen atoms will cause reorientation and thus reveal
their presence. :

In the experiment the field-strength was varled be-
tween 12 and 24 GV/m during the pulse. The same
part of the surface, with an area of 8 x 10~ -18 cm?2, was
considered for each 15seconds of adsorptlon. The num-
ber of new spots occurring was recorded with the col-
our technique. The number Np thus found is shown
in Table IIT as a function of the field-strength E during
the pulse. The table also includes the function Zj

Table III. Summary of the data from an experiment described in
the text, in which the effect of the field-strength on the ionization
probabitity of the image gas in an FIM was investigated by briefly
lowering the field-strength at periodic intervals. N is the number
of observed new spots occurring as a result of non-ionized
molecules being adsorbed. Zs is the expected number of new spots
calculated with eq. (3), on the assumption that no molecule is
ionized, that all N2 molecules dissociate after adsorption and
that every atom causes a new spot. The number registered Nm is
smaller for higher values of the field-strength E during the pulse
because a proportion of the molecules are prematurely ionized
(probability P1) and therefore fail to reach the surface.

E(GV/m) Z; Npm Py

0 3 3 0
12.7 21 19 0
14.6 24 14 0
15.6 25 21 0
17.6 29 4 7
19.0 31 2 90
214 35 1 100
23.3 38 0 100

calculated with eq. (3), on the assumption that all the
molecules dissociate and each atom becomes visible
after the increase of field-strength. ‘Visible’, does not
of course mean that the nitrogen atom can actually be
seen. As already stated, it is probably only tungsten
atoms that are seen. Also included in the table is the
ionization probability P; as a function of the field-
strength. =
The agreement between the calculated and meas-
ured values can be considered surprisingly good, par-
ticularly if the statistical fluctuations are borne in
mind. Another interesting point is that at 19 GV/m
only two of the possible 31 events were observed. If



292

this is compared with the field-ion current measured
at this field-strength and the number of nitrogen mole-
cules expected in the ionization zone, it is found that
nearly 909, of the molecules are ionized, which is in
reasonable agreement with the adsorption experiment.

Summary. Field-electron emission is the effect in which a metal
surface exposed to sufficiently strong electrical fields emits elec-
trons. To obtain emission at voltages which can be conveniently
used in practice, the cathode has to be a tip with a sufficiently
small radius of curvature. In the field-emission microscope the
specimen acts as the cathode and the emitted electrons image the
specimen tip in stereographic projection on a fluorescent screen
located opposite it. To prevent adsorption at the surface an
ultra-high vacuum is necessary. Field emission of ions can be
obtained in a similar system if the direction of the field is reversed,
the field-strength increased and a small quantity of gas, e.g.
helium, admitted to the vacuum chamber. On arrival in the
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The conclusion must therefore be that, even if only
indirectly in the form of reorientation of the surface,
the adsorption of a number of molecules can be
observed and this number is in good agreement with the
number calculated.

vicinity of the specimen surface the gas molecules will each give
up an electron to the surface and the resultant ions will then
leave the surface. Images of the specimen tip are thus obtained in
which the atoms at the surface are individually visible. The use
of a channel plate as an image intensifier has made it possible to
increase the brightness of the screen and also to use other image
gases. The channel plate also renders it possible to apply special
colour techniques. The article shows that both methods of field
emission are suitable for qualitative as well as quantitative inves-
tigation. The work done on field electron emission has also con-
tributed to understanding of the electrical discharge between
electrodes.
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Some inductorless filters

D. Blom, H. W. Hanneman and J. O. Voorman

The frequency-dependent elements that have always been used in filters are capacitors
and inductors. With the current trends for miniaturization of circuits, it has become
increasingly difficult to use inductors, first in low-frequency circuits and later also at higher
Jrequencies. The need for networks with no inductors soon became apparent; these net-
- works have to include circuits that simulate the inductors. One way of doing this is by
introducing active elements. This article describes three types of these ‘active’ filters.

Introduction

Filters are used in practically all electronic systems;
from the very beginning of the science now called el-
ectronics they have occupied a central place. In the very
first volume of this journal a series of articles were pub-
lished on this subject [11. The classical filters discussed
there were composed of passive elements: resistors,
capacitors and inductors. The use of inductors is not
strictly necessary: filters can be made from resistors
and capacitors only (RC filters). However, when in-
ductors are included it is easier to obtain some of the
characteristics desired of a filter, such as high discrimi-
nation between desired and undesired signals. If such
a filter were to be constructed entirely from resistors
and capacitors, a large number of components would
be required and the signal would be considerably
attenuated. On the other hand, inductors have a num-
ber of serious disadvantages: they are usually larger,
heavier and more expensive than capacitors of the
same impedance and Q (quality factor). This is especial-
ly the case for inductors for low frequencies, which
often need a ferrite core. Since these filters cannot be
built into integrated circuits — because resistance
values in integrated circuits cannot be sufficiently
accurately defined and because suitable inductors and
capacitors cannot be made with values in the range of
interest — they have to be combined with ICs as
separate elements. The objection to inductors has
therefore increased steadily over the years: their use
makes the size of the filter disproportionately large
compared with the rest of the circuit.

For certain applications — in fact inductors can
sometimes be used with advantage — a need has there-
fore arisen for filters without inductors, which never-
theless give the same characteristic behaviour as filters

Ir D. Blom, Ir-H. W. Hanneman and Ir J. O. Voorman are with
Philips Research Laboratories, Eindhoven.

with inductors. One way in which this may be achieved
is to introduce one or more active elements, i.e. ampli-
fiers, into the circuit. Some filters of this type were
described about ten years ago in this journal by G.
Klein and J. J. Zaalberg van Zelst (2],

In recent years the techniques used in integrated cir-
cuits have been used to obtain a better solution to the
problem; with these techniques very compact circuits
can be constructed that contain active elements and
can replace the inductors.

From recent publications on active RC filters [3] it
is evident that the design of such a filter can be based
on a variety of quite different circuits. In this article we
shall describe three types of circuit investigated at
Philips Research Laboratories. First, however we shall
give a review of general ideas on filters, especially those
that have played a role in the choice of the circuits de-
scribed here.

The transfer function of a two-port network

Most filters are networks with two pairs of terminals
(two-ports); one pair is considered as the input port
and the other as the output port (fig. I). The ratio of
the complex expressions for the input and the output
quantities (e.g. the voltages) is termed the transfer
Sfunction. If the circuit is entirely composed of elements
whose dimensions are negligible in comparison with
the wavelength of the signals, the transfer function can -

I io
-

—

Fig. 1. Two-port circuit. v1 input voltage. vo output voltage.
i1 input current. i, output current. These quantities are taken as
positive in the directions indicated. :
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be expressed as the ratio of two polynomials [41:

E _ bup™ ~+ bp_ap™l 4 ...+ bip + b
Vi awp" + apap®! + ...+ ap+an
In this expression p, sometimes called the Laplace op-

erator, is equal for sinusoidal signals to the product of
j= ]/:—1 and the angular frequency:

ey

@

Further, ag . . . az and by . . . by, are real constants. The
transfer function is thus a real rational function of p.
The highest power of p occurring in the expression is
called the order of the function and of the correspond-
ing filter.

Expression (1) can also be written in the form:

Vo
Vi

P =jo.

(p—z)(p—2z2)...(Pp—2zm)
(p—p)(P—p2)...(P—pn)°

3

where A is a constant; z1...z, are the zeros and
p1. .. py the poles of the function. Because the coef-
ficients in the polynomials are real, the poles and zeros
that are not real occur in complex-conjugate pairs.

If the number of poles is greater than the number of
zeros (n > m), the transfer function tends to zero for
high frequencies. The corresponding network then
forms a lowpass filter. We shall be chiefly concerned
with this type in this article, since expressions and
sometimes circuits, for highpass filters, bandpass
filters or bandstop filters can be derived in a simple way
from those for lowpass filters.

The simplest transfer function for a lowpass filter is
one in which no zeros occur at finite frequencies; p
does not then appear in the numerator. A filter of order
n will in this case be characterized by:

Vo _ 1
Vi app® 4+ apapmt+ ...+ ap+a

@

The characteristics of an ideal lowpass filter

The purpose for which a filter is intended determines
the requirements demanded of it. If it is intended
merely to discriminate between signals of different fre-
quencies, then only the amplitude characteristic is of
interest; this is the ratio of the amplitude of the output
signal to that of the input signal (i.e. the modulus of (4))
as a function of frequency. The phase shift that takes
place in the filter is then of secondary importance.
Usually it is required that the transmission loss or gain
of the filter should be the same for all frequencies in
the passband, i.e. that the amplitude characteristic in
the passband should be as flat as possible. In the
stopband a certain minimum attenuation is required.
An ideal amplitude characteristic therefore has the
form shown in fig. 2a. The quantity £ plotted hori-
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zontally is the frequency w normalized with respect to
the cut-off frequency wo.

In other cases, however, the specifications relating
to the phase shift may be more important. Usually the
phase shift is required to be as accurately proportional
to the frequency as possible. The time delay of the
signal (the derivative of the phase shift with respect
to the frequency) is then independent of the frequency.
Obviously this is only of importance in the passband of
the filter. The ideal time delay characteristic is thus a
horizontal straight line in the passband (fig. 2b).

Yo
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Fig. 2. a) Ideal amplitude characteristic of a lowpass filter. The
modulus of the transfer function V,/Vi is constant in the trans-
mission region. 2 is the normalized frequency, i.e. the frequency
o divided by the cut-off frequency wo. b) Ideal time-delay
characteristic for a lowpass filter. The time delay 4 is constant
in the passband. ’

Common types of transfer characteristic

A filter with an ideal amplitude or delay charac-
teristic would have to have an infinite number of
elements. In practice therefore a compromise must be
made. We shall now look at four types of characteristic
that are often used.

The simplest types are the maximally flat or Butter-
worth characteristics. These are amplitude charac-
teristics whose shape is such that for a filter of order n,
at zero frequency, the Ist, 2nd, . . . nth derivatives with
respect to frequency are zero. Fig. 3a shows the shape
of the amplitude characteristics for various values of .
The corresponding time-delay characteristics are shown
in fig. 3b.

111 B. van der Pol and T. J. Weijers, Electrical filters, Philips -

tech. Rev. 1, 240-245, 270-276, 298-306, 327-334 and 363-366,
1936.

120 G. Klein and J. J. Zaalberg van Zelst, Some simple active
filters for low frequencies, Philips tech. Rev. 25, 330-340,
1963/64.

81 A recent and fairly full bibliography has been given by
S. K. Mitra, in: Analysis and synthesis of linear active net-
works, Wiley, New York 1969.

4 See for example E. A. Guillemin, Synthesis of passive net-
works, Wiley, New York 1959 (2nd printing). -

‘.
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Fig. 3. a) Amplitude characteristics of Butterworth filters for
three values of the order n. b) Time-delay characteristics of these
filters.

Philips tech. Rev. 33, No. 10

Butterworth functions have the form given by (4)
and for sinusoidal signals the modulus of a Butterworth
function is given by: '

Vo 1
ANk ©

where 2 is again the normalized frequency.

The values of the coefficients required in (4) to
enable the modulus to satisfy (5) have been published
in tables 51,

A Butterworth curve gives the best approximation to
the ideal characteristic at 2 = 0, but at frequencies
near the cut-off frequency it is not so good an approxi-
mation. '

An approximation that is equally good over the
whole passband can be achieved with Chebyshev charac-
teristics. These characteristics do not fall away mono-
tonically with increasing frequency but have a ripple
in the passband. The number of peaks is equal to /2.
The peaks are all of equal height, and so are the
troughs. Such a curve is therefore called an equal-ripple
characteristic. Fig. 4a shows such characteristics for

‘various values of ». In this example the depth of the

ripples is 4 dB. If the ripples in the curve are made
deeper, there is a steeper cut-off. The time-delay char-
acteristics are given in fig. 4b.

Chebyshev characteristics can also be represented by
(4). The values that the coefficients then have to assume
are again given in tables [51,

When the time delay is required to remain sub-
stantially constant as the frequency changes (as in the
processing of pulse signals and in television circuits),
Butterworth and Chebyshev filters are not satisfactory,
as can be seen from figs. 35 and 4b. In such cases Bessel
functions are frequently used in the design of filters.
Filters of this type are called Bessel filters. Their
particular feature is that, for a filter of order n, the
time-delay characteristic has such a form that at zero
frequency the Ist ... nth derivatives are all zero. (So
that the time-delay characteristic is then maximally
flat.) The transfer characteristic of Bessel filters can
again be represented by the relation (4) and again there
are tables giving the values of the coefficients [31. Fig. 5a
gives the amplitude characteristics and fig. 55 the phase
characteristics of Bessel filters for various values of ».

The signal-separating performance of a filter can be
improved by using a circuit in which the transfer func-
tion has not only poles in the passband but also zeros

8] See for example L. Weinberg, Network analysis and syn-
thesis, McGraw-Hill, New York 1962.

Fig. 4. a) Amplitude characteristics of Chebysheyv filters for three
values of n. In this example, the ripple in the passband is 4 dB.
b) Time-delay characteristics.
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Fig. 5. a) Amplitude characteristics of Bessel filters for three
values of n. b) Time-delay characteristics.
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in the stopband. If these zeros occur at certain purely
imaginary values of p, then the circuit is called an
elliptic filter or a Cauer filter. A zero in the stopband,
not too far from the cut-off frequency, makes the cut-
off much steeper. This can be seen from fig. 6a which
shows the amplitude characteristics of an elliptic filter
for various values of n. The curves show ripples of
equal height both in the passband and in the stopband
(equal-ripple in both bands). The corresponding time-
delay characteristics are shown in fig. 6b.

Passive filters

The simplest kind of lowpass filter consists of a
resistor and a capacitor (fig. 7). The transfer func-
tion is:

Vo 1

1
1
Y c Yo

Fig. 7. Lowpass filter consisting of one RC section.

where 7 = RC. This is a Butterworth function of the
first order with a cut-off frequency of 1/t. A Butter-
worth function of higher order cannot however be
obtained with a circuit containing only resistors and
capacitors. For example, the transfer function of a
circuit as shown in fig. 8 is:

Vo 1
Vi 14 (v1+ 72 + 2Ci/C)p + T1vap?’

)

R, Ry

[/ Czl {—_lcl"L ¥
T T

Fig. 8. Filter formed from two RC sections. A Butterworth
characteristic cannot be obtained with this type of filter.

which is not a Butterworth function. This can be seen
from the fact that the function (7) only has real poles,
whereas in a Butterworth function of order 2 the poles
form a complex conjugate pair.

Fig. 6. a) Amplitude characteristics of elliptic filters for three
values of n. In both the passband and stopband there are ripples
of constant depth. In this example the ripple in the passband is
4 dB; in the stopband the ripple depth is sufficiently great for the
suppression of the signals to be at least 20 dB compared with the
passband. b) Time-delay characteristics. :
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Circuits with one or more inductors give much more
scope. For example, the transfer function of the
circuit of fig. 9 is:

Vo 1 ®
Vi 1+ pv + pPo®’
L R
i c T Vo
Fig. 9. Filter section consisting of inductance, resistance and

capacitance. Butterworth, Chebyshev and Bessel characteristics
can be obtained with this circuit.

where wy® = 1/LC and 7 = RC. Putting = = }/2 and
w2 =1 gives a Butterworth filter of order 2 with a
cut-off frequency of 1 radian/s. A different cut-off fre-
quency is obtained by altering = in inverse proportion to
the desired cut-off frequency and altering wr in direct
proportion. With a different choice for = and o
Chebyshev or Bessel filters of order 2 can be obtained.

Active filters

By using one or more amplifiers, RC networks can
be made that behave in the same way as networks with
inductance. A simple example is shown in fig. 10. This
circuit, proposed by R. P. Sallen and E. L. Key (%),
contains an amplifier of voltage gain K. Assuming that
this amplifier has an infinite input impedance and that
its output impedance is zero, analysis of the circuit
shows that the transfer function of the circuit is:

Vo K

Vi 14 {Tl + 7(l + C1/C2 —K)} p -+ T1iT2p?

)
Choosing the elements correctly will give the transfer
function of a Butterworth, Chebyshev or Bessel filter.
If, for example, we make Ri=Rz=1Q and
Ci=C2=1F, then 71 = 72 = 1 5; with a voltage
gain K = 3 — ]/2_we then have the transfer function:

Vo 1.586
Vi 1+ py2+p2

(10)

G
1l
il

Ry R ‘:
v G T Yo
Fig. 10. Active filter of the second order after R. P. Sallen and

E. L. Key 8, This filter differs from classical passive filters by
the presence of an amplifier.
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This is a Butterworth function of order 2 with a cut-off
frequency of 1 radian/s. Filters with a different cut-off
frequency can again be obtained by changing 71 and 72
in inverse proportion to the desired cut-off frequency.

Criteria for the choice of a filter

In designing a filter, the basic requirements are those
set by the amplitude and phase characteristics. For
classical filters, tables and graphs have been published
relating to the standard characteristics and for most of
the corresponding circuits [?], In this way computations
can be reduced to a minimum. Similarly, in applying
active RC filters it is preferable to take a circuit whose
component values can be simply derived from existing
tables. If this is not the case, for example because a
non-standard transfer characteristic may be required,
a circuit is of course chosen whose component values
can be calculated easily.

Apart from these criteria there are other significant
factors in the choice of circuit. Of great importance,
for example, is the sensitivity of the characteristic to
deviations of the component values from their desired
values; thus, with a filter of low parameter sensitivity a
wider tolerance on the component values is admissible.
Also, with components of a given tolerance, a more
accurate filter can be made. In classical filters these
requirements can readily be satisfied, laigely because
they are usually ladder networks, which are less sensi-
tive to small deviations in component values than
two-ports of other configurations. The low loss of
practical capacitors and inductors used in filters also
helps to give low parameter sensitivity.

This low parameter sensitivity of low-loss filters can be under-
stood by considering a lossless two-port circuit that connects a
signal source of internal resistance R; to a load resistance Ry [8]
( fig. 11). If the signal source is optimally matched, i.e. the maxi-
mum power is dissipated in Ry, then any change in parameter
values of the two-port circuit leads to a decrease in the power
dissipated in R;. The first derivative of the output signal ampli-
tude with respect to the value of any circuit element will then be
zero; this implies a minimum sensitivity of the signal transmis-
sion ratio to variations in the components.

Deviations of the parameters in a filter occur as a
result of the normal spread of values of the components,
ageing of the components, temperature changes and
the effect of moisture. In active filters, deviations in

R

Fig. 11. Two-port with load resistance R1, connected to a voltage
source of internal resistance Ri.
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- Fig. 12. Filters of the 2nd . . . 5th orders (marked
by II to V) based on the same principle as the filter
of fig. 10.
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amplifier parameters also have their effect; such devia-
tions can arise because of changes in the supply voltage.

The sensitivity of filters to parameter changes can be
of vital importance in the choice of a filter. A number
of studies have consequently been devoted to this
topic 91,

Another feature that may be significant in the choice
of a filter is the signal-voltage range for distortion-free
processing by the filter — the dynamic range. In filters
composed of passive elements there are in principle no
limits on the size of the signal [10], In an active filter,
however, the amplitude of the signal is restricted be-
cause the amplifiers must not be overloaded. In most
filters the output voltage in the passband is approxi-
mately equal to the input voltage. This is however not
the case for the voltages occurring inside the filter. In
active filters of higher order, voltages much larger than
the input voltage can occur. The input voltage must of
.course be limited to such a value that no single ampli-
fier is overloaded. Because the filter introduces noise,
this implies a limitation on the signal-to-noise ratio.
This must also be taken into account in the design of
active filters.

Finally there is one rather obvious criterion that can
affect the choice of the type of filter; this is the simplicity
of the circuitry. In an active filter it is preferable to keep
the number of elements small.

These various features have played a role in the
choice of the three types of circuit for the active RC
filters investigated and discussed below. In the first type
the simplicity of the circuit was the primary criterion;
these filters, including those of higher order, contain
only one amplifier. The second type discussed is
characterized by a very simple design procedure;
because little computation is required, transfer charac-
teristics of non-standard type can be obtained without
much difficulty. This is especially important for appli-
cations in the laboratory. Finally, we shall discuss a
type of circuit which can be used to give very accurate
filters. In these circuits gyrator elements are used to
simulate inductors with very low losses. As we saw
above, this allows the parameter sensitivity of the
circuit to be kept to a very low value.

Y1y J_b._,l
=

Active filters with one amplifier

A method for the design of higher-order filters using
only one amplifier has been given by T. Fjillbrant [11],
Fig. 12 shows a scheme that he has proposed for filters
up to the fifth order. In his article he demonstrates a
method of calculating the filter elements required to
obtain a given transfer function. Fjillbrant only
considers the case in which the input and output volt-
ages of the amplifier are equal (K = 1). There are
certain disadvantages to this method: the calculations
are rather lengthy and all the resistances and capaci-
tances are given different values. Another more prac-
tical disadvantage is that ‘very large and very small
resistances and capacitances are required.

The difficulties with Fjallbrant’s approach largely
disappear if the requirement of an amplifier with a
voltage gain of unity is abandoned [12]. In this case,
for a circuit of order n, we have 2n - 1 variables
(Ri... Ry, C1...Cyandthe gainK). Since, to obtain
a transfer function of order »n, we have only » condi-
tions to be fulfilled, # 4 1 quantities can be chosen at
will. For example, we can make all the resistances 1 Q
and two capacitances can be made equal to one
another (for a filter of order n, Cp, = Cy-1). For reasons
that will be given later fiiters of this type are usually
restricted to an order of five. The transfer function of a
filter of order five is:

(6] R.P. Sallen and E. L. Key, A practical method of designing
RC active filters, IRE Trans. CT-2, 74-85, 1955.

[71  See for example P. R. Geffe, Simplified modern filter design,
Hliffe Student Edition, London 1964.

8]  See H. J. Orchard, Inductorless filters, Electronics Letters 2,
224-225, 1966.

9 See for example P. J. McVey, Sensitivity in some simple RC
active networks, Proc. IEE 112, 1263-1269, 1965;
H. W. Hanneman, The systematic and the random errors due
to element tolerances of electrical networks, Philips Res.
Repts. 26, 414-423, 1971;
H. W. Hanneman and H. N. Linssen, A relation between
sensitivity and variance of network functions, IEEE Trans.
CT-19, 499-502, 1972.

[10] In telephony filters, in which very small inductors are often

" used, the signal level may however be limited by distortion

arising from saturation of the core.

(111 T. Fjéllbrant, Canonical active RC filters with a low transfer
function sensitivity, Ericsson Technics 23, 211-238, 1967.

(12 See H. W. Hanneman, Higher-order RC—actlve ﬁlters,
Philips Res. Repts. 26, 65-74, 1971.
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Vo . . K :
Vi  aspd+ aapt + asp® 4+ aep® 4+ arip+ 1

. (1)

Depending on whether a Butterworth, Chebyshev or
Bessel function is required, the values of the coefficients
a1 ...as are selected from the appropriate tables [5].
Analysis of the circuit then permits a set of five non-
linear inhomogeneous equations to be written for the
five variables C; ... Cs (= Cs) and K. The values of
the capacitances and the gains for the three types of
filter to obtain a cut-off frequency wo = 1 radian/s are
given in Table I. It can be seen that the capacitances no
longer differ greatly in value.

The same cut-off frequency is obtained if all the
resistances are multiplied by the same factor and all
the capacitances are multiplied by the reciprocal of this
factor. For an arbitrary cut-off frequency wy, if all the
resistances are kept constant, all capacitances must be
changed in inverse proportion to wo (or, if the capaci-
tances are kept constant, the resistances must be
changed).

" The gain required has a value between 1 and 2. This
can be provided by an operational amplifier with volt-
age feedback from the output to one of the input
terminals (fig. 134). The gain is then almost com-
pletely determined by the feedback ratio, here equal to
(R1 + R2)/Ry. Another circuit is shown in fig. 135. In
this case the gain can be adjusted by means of the
variable resistance.

Highpass filters

Highpass RC filters can be derived quite simply from
lowpass filters. It is only necessary to interchange the
capacitances and resistances. In this way circuits for
highpass filters of order 2 . . . 5 take on the form shown
in fig. 14. The relation for the transfer characteristic
can be derived from (4) by putting 1/p in place of p:

Vo )i
Vi  an-+anp + an—2p?+. ..+ a1p®t + aop™
(12)
If all the capacitances have a value of 1 F and'the gain
has the value given in Table I, highpass filters with a
cut-off frequency of 1 radian/s are obtained if the
resistances have values equal to the reciprocals of the
corresponding capacitances in Table I.

The parameter sensitivity of a large number of
filters of the type now under discussion has been inves-
tigated. From these (computer) calculations it has
been found that the parameter sensitivity is always
largest at or near the cut-off frequency. To judge the
usefulness of a filter in this respect it is therefore usually
sufficient to investigate the behaviour at the cut-off
frequency. It has also been found that the parameter
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Table I. Values of the capacitances Ci-s and the gain X required
for a cut-off frequency wo = 1 radian/s in Butterworth, Cheby-
shev and Bessel filters of order », as in fig. 12.

n C1 Ca Cs | C4=Cs K
2 | 1.000 | 1.000 1.586
Butterworth 3 |0.426 | 1.531 | 1.531 -1.269
410.151 | 2.815[1.535| 1.535 | 1.106
50171 | 1.462 | 1.251 | 1.790 | 1.335
2 |0.812 | 0.812 1.841
Chebyshev 3 | 0.342 | 2.080 | 2.080 1.219
(3 dB ripple) 410.255|1.782 [ 2.409 | 2.409 | 1.404
510.140 | 1.909 | 1.529 | 3.694 | 1.381
2 |0.952 [ 0.952 1.953
Chebyshev 3 (0.32112.524 ] 2.524 1.192
(1 dB ripple) 410295 | 1.665 | 2.717 | 2.7117 | 1.508
‘ 510127 2.159 [ 1.532 | 4397 | 1.281
2 | 0.785 [ 0.785
Bessel 3 10.392 | 1.043 | 1.043
410.072 | 2.944 | 0.967 | 0.967 | 1.009
510.097 | 1.118 | 0.736 | 1.065 | 1.203
+
OO0
O
R
R,
O -0 (o2 0
a b

Fig. 13. Amplifiers for use in the active RC filters of figs. 10 and
12. a) Operational amplifier with negative feedback. b) Amplifier
with adjustable gain.
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Fig. 14. Highpass active RC filters of the second to the fifth orders.
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sensitivity increases with the order of the filter. To
quote some figures: in a Butterworth filter of order
three, a variation of 1% in the most sensitive element
gives a variation in the voltage transfer ratio of 1.8%,
at the cut-off frequency; if the filter is of order 5, this
voltage variation is 6%. A Chebyshev filter (% dB
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ripple) is much more sensitive in this respect: the same
variation in the most sensitive element gives a variation
of 2.39 in a third-order filter. This figure rises rapidly
with the order of the filter; for the fifth order it is 30 9.
Deviations in the values of the passive elements can be
partially compensated by adjustment of the gain but
the sensitivity to changes in the elements remains.

An impression of the changes that can occur in the
amplitude characteristic as a result of the spread in
values of the elements is given in fig. 15. The figure
shows the characteristic for a Chebyshev filter of order
five. The bars indicate the limits within which 66 %, of
the transfer characteristics lie if the values of all ele-
ments have a (uniformly distributed) spread of 1%,.
The dashed line indicates the mean of the range of
spread.

The fact that the parameter sensitivity of this type
of filter rises rapidly with the order of the filter is one

of the reasons why this method of designing is not used -

for filters of order higher than five. Another reason is
that the voltage magnification in a filter increases with
higher order. A further difficulty is that, for filters of
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tions whose poles have a rather high Q [18]. This
difficulty becomes less serious if the various sections
are connected in a particular sequence. The section
with the largest Q is connected after the section with
the lowest Q. Then the sections whose poles have the
next-to-largest Q are connected after those with the
next-to-lowest Q, and so on. A further considerable

0

Q

Fig. 15. Amplitude characteristic of a Chebysheyv filter of the fifth
order with a passband ripple of 1 dB. The bars at certain fre-
quencies indicate the range of values of the transfer function
obtained in 66 % of all cases when all the circuit elements have a
uniform spread of 1%,. The dashed line indicates the mean of the
range of spread.

0.20 0.31

Ky=1.39

3.2

0.31

0.80
K>=193
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|

|
|
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Fig. 16. Highpass filter of the tenth order consisting of two sections of fourth order and one
section of second order (separated by chain-dotted lines). At the resistance values given the
cut-off frequency is 1 radian/s; the capacitances then all have a value of 1 F.

higher order, very large or very small capacitances or
resistances are necessary. We shall now discuss a
method for satisfying the requirements for filters of
higher orders.

Filters of higher order

A filter of higher order is obtained by cascading a
number of sections of lower order. To design these
sections the polynomial in the denominator of the
transfer function of the filter is written as the product
of a number of polynomials of lower order (this is
always possible for rational functions).

In the article by Sallen and Key referred to earlier (6]
it has been shown that a filter of the tenth order, for
example, can be split up in this way into five sections of
order two. A difficulty with this configuration is that
rather high voltages can occur in various sections
(voltage magnification). This is the case in those sec-

improvement is obtained by replacing each pair of
sections chosen in this way by a single section of order
4. (If the order of the filter is not a muitiple of 4, then
of course this will only be possible to a limited extent.)
Fig. 16 shows the circuit of a highpass filter of order 10
that consists of two such sections of order 4 and one
section of order 2. Analysis of this circuit has shown
that the voltage magnification is only 2.7 whereas a
cascade circuit of second-order sections in the scheme
due to Sallen and Key has a voltage magnification of 30.

Elliptic ﬁlter.sl

In filters of the type discussed here it is easy to
arrange that zeros appear in the stopband and there-
fore to make elliptic filters. This is done by providing

(13] The Q of a pole is the imaginary part of the pole divided by
twice the real part.
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an extra path for the signal through the filter to the
output. In fig. 17 this is illustrated by a filter of the
third order. The input terminal of the filter is connected
to the input of the amplifier via Ry and Co. It can be
shown that the signal at the amplifier input is then zero
at the frequency w1 if Ro and Cp have the following
values:

Ry = n2R1R2R3C2C3 — R1 — Re — Ry,
1
w2 {R1C'2(R2 -+ R3) + RsCs (Ry + Rz)}

Co=

The transfer function is then:

Vo _ p% 4+ w?
Vi azp® + asp? + a1p + ao ’

It can be seen from the numerator that there is indeed
a zero at the frequency wi.

More than one zero can be obtained by combining a
number of sections as in fig. 17. Fig. 18 gives the circuit
of such a filter consisting of two elliptic third-order
sections. The cut-off frequency is 3.5 kHz and the zeros
are at 5.0 and 6.6 kHz.

(13)
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C3=[- TCI

Fig. 17. Elliptical lowpass filter of the third order.

the output to one of the input terminals (fig. 20). This
is sometimes called a voltage follower. Assuming,
again, that the input impedance of the amplifiers is
infinite and their output impedance zero, then analysis
of the circuit yields the following transfer function:

Vo 1
Vi mrep?+mp+1
where 71 = R1C1 and 73 = R2Cs. We obtain in this

way a lowpass second-order filter of arbitrary type,
provided 71 and 7o are chosen so that 75 = a1 and

(19

— 8200

0, 3

Ky=14
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T;ZOO
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T

~X

% w2 T 8200
K =13
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Fig. 18. Lowpass filter consisting of two elliptic sections of the third order. The values of the
resistances are in kQ; capacitances are given in pF. The cut-off frequency is 3.5 kHz. The zeros

in the stopband are at 5.0 and 6.6 kHz.

Filters to give an arbitrary transfer characteristic

In certain cases, for example in experimental work,
the need arises for a filter with a transfer characteristic
that does not correspond to one of the standard func-
tions. Synthesis by the methods described above then
usually involves much computational work because no
tables exist for the values of the elements corresponding
to the polynomials to be used. It is therefore desirable
to have filters in which a simple relation exists between
the circuit elements of the filter and the coefficients of
the transfer function required.

‘We shall now describe a series of circuits which go a
long way towards this. One way in which these circuits
differ from those described above is that they contain
more than one amplifier — which may be considered
a disadvantage. The circuit of such a filter is shown in
fig. 19114, Both amplifiers have a gain of unity.
Operational amplifiers can be used with feedback from

G,
n
i
R> R
— —
vi L K G Yo

-

Fig. 19. Lowpass active RC filter of the second order. Each
amplifier has a gain of unity. With this configuration there is a
very simple relation between the values of the circuit elements
and the coefficients of the desired transfer function.

fi

0

Fig. 20. Operational amplifier with negative feedback to give a
gain very close to unity.
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T1T2 = dg, Where a1 and ap are the coefficients of the
polynomial forming the denominator of the required
transfer function.

Fig. 2] shows how a filter of arbitrary order can be
designed on the principle of fig. 19. The transfer func-
tion is then given by (4), in which

al = T1, ag = 7172, A3 = T1T2T3,...dn = T1T2 ... Tn.

(15)

For the design of a given filter we therefore have to
choose the values of resistances and capacitances such
that

T1=d1, T2 = a2/£11, T3 — a3/a2, e Ty = an/an_l. (16)

There is then no objection to making all the resistances
equal and the capacitance values can then be calculated
by means of (16). Alternatively, the capacitances can
all be made equal and the resistances then calculated.

In this way we of course find values for the time
constants that again correspond to a cut-off frequency
wp of 1 radian/s. For a filter with a higher cut-off fre-
quency, the time constants must be made smaller in
inverse proportion to the required cut-off frequency.
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voltage always occurs at or near the cut-off frequency.
In practice, therefore, the investigation of voltage
magnification is usually restricted to the cut-off fre-
quency. An estimate of the voltages in the various
amplifiers at the cut-off frequency can be made as
follows: the voltage in the kth amplifier can be written:

v agpFt 4 ...+ aipr + ao
k =
anp™ + an1p™ 1 4 ...+ aip1 4+ ao

Vi. (17

Since the voltage transfer ratio is always approximately
unity in the passband, the modulus of the denominator
of (17) is also approximately unity. And since the
normalized complex cut-off frequency is equal to j, the
voltage magnification in the kth amplifier at this fre-
quency is equal to:

Ve . . .

71 = ]k‘la@_l + ...+ ar—jaz—as + jai + ap. (18)
If ao...ar are known, the function (18) can be
depicted in a vector diagram that shows all the internal
voltages in the filter. As an example, fig. 22 gives these
diagrams for Butterworth filters of the third and fifth
orders. In these filters the largest voltage magnifications

R

[

Fig. 21. Extension of the filter of fig. 19 to give a filter of arbitrary order.

Calculations show that the parameter sensitivity is
again largest at or near the cut-off frequency. By
changing the value of each element by 1%, we have
investigated which of the elements has the greatest
effect on the voltage transfer ratio at the cut-off fre-
quency; the following figures relate to a 19 variation
of the ‘most-sensitive‘ element. In a Butterworth filter of
the third order, the maximum change in the voltage
transfer ratio is 1.5%; for a filter of the fifth order, it
is 3.1%. A Chebyshev filter (3 dB ripple) of the third
order shows a maximum variation in the voltage trans-
fer ratio of 1.7%; for a fifth-ord:r filter, it is 6.2%.
These figures are better than those for the filters de-
scribed earlier.

*In filters of the type shown in fig. 21, every section
contains an amplifier: the danger of overload is there-
fore greater than in the filters described earlier. Cal-
culations have again shown that the maximum signal

Y3 2
2 v v/ iy
-ja3 _ .
e —Jas
" | %
-2 Vi a,
Vi 4, %/é I
. Vs
j a, Is VI
a b

aQ

Fig. 22. Vectorial representation of the terms of (18), giving an
impression of the voltage magnification at the cut-off frequency
in the amplifiers of a filter of the type shown in fig. 21. @) Dia-
gram for a Butterworth filter of the third order. b) Diagram for
a Butterworth filter of order five.

(141 While this article was being prepared it was found that a
similar circuit had been published by F. Anday: Active
realization of nth-order low-pass transfer functions, Proc.
IEEE 60, 909-910, 1972.
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are respectively 1.6 and 3.7. For Chebysheyv filters with
a ripple of 4 dB in the transmission region these figures
are respectively 2.2 and 8.6. The figures are still larger
for filters with a larger ripple. For example, in a Cheby-
shev filter of the fifth order and a ripple of 2 dB the
voltage magnification has a value of 12.3. '

The limitation imposed by the voltage magnification
on the amplitude of the input signals and its unfavour-
able effect on the signal-to-noise ratio again often acts
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section, the emitter of the other is connected to the
capacitor of the previous section. If these transistors
have a large enough current gain, the collector and
emitter currents are effectively equal and the col-
lector currents of the upper transistors will be equal to
the currents in the resistors. In the circuit shown, the
sum of these currents flows in the resistor Ri. If the
output is taken from this resistor, then the transfer
function is:

+

Ea
0

Ry
+ + v,
Ro
)
G -
I , __C
L T ! 1

Fig. 23. Lowpass filter of the nth order. By taking the output signal from the currents in the
resistors, a transfer function with both zeros and poles can be produced.

as a deterrent to the use of orders higher than about
five for the filters described in this section.

Circuits based on the principle of fig. 21 can also be
used to make elliptic filters. To obtain zeros in the
transfer function, the input signal can again be taken
to the output via two separate routes (see fig. 17).
However, since every section now contains an ampli-
fier, zeros can also be obtained in another way: by
deriving the output signal from the currents in the
resistors of the filter. This will be illustrated with a
simple example, a filter of the second order as in fig. 19.
The equations for the currents in the resistors are:

pC1
Ji=V; R 19
! "1 + pt1 + pPriTe (19)
2C
o= il (20)

Y14 pr + pPrave

A circuit that gives a voltage proportional to the sum
of these two currents will have a transfer function in
which the polynomials of both numerator and denom-
inator are functions of p; the transfer function there-
fore contains zeros.

A lowpass filter of this type and of order # is shown
in fig. 23. At each place where there is a voltage follow-
er in fig. 21, there are now fwo voltage followers, which
use transistors in emitter-follower circuits. The emitter
of one of these is connected to the resistor of the next

Vo Ro™ 4 pCr+ p2uiCe + . ..
“°— R ]
Vi I+ pn+ plrate + . ..

@1

Appropriate choice of the resistances and capacitances
gives zeros in the stopband. Although the positions of
the poles are determined only by the time constants
(so that, in this respect the choice of the resistance and
capacitance values remains free), the positioning of the
zeros requires particular values of the capacitances and
therefore of the resistances, as is clear from inspection
of the numerator of (21). All available degrees of
freedom of the passive elements have thus been used.
If the required polynomial in the numerator has been
established in the form

bo + bip + bap® + . .. + bup?,
then the passive elements must be chosen so that
Ro = l/bo; C1= b1, Co = bg/‘r1, . Cp= bn/‘l.’n._l.

The positioning of the zeros does not therefore require
very much extra calculation.

Precision filters

We now return to a subject dicussed earlier that can -
be important in choosing a filter, the parameter sensi-
tivity. In some cases the specifications relating to param-
eter sensitivity can be very exacting. This is the case
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in systems where a large number of filters are used in
cascade, as in telephony. Because errors in the filters
have a cumulative effect on the signals to be processed,
particular attention must be paid to the accuracy of
each filter.

We have stated earlier that low-loss elements are
very important in the design of active filters. Since, in
passive filters, the losses mainly originate in the in-
ductors, precision filters can be made if circuits are
available to simulate high-Q inductors. In this case the
circuits of passive filters are used in which only the
inductors are simulated and not complete circuits

including inductors, as before. The simulation of in-

ductors is made possible by the use of gyrators.

The gyrator

The ideal gyrator is a network element that was
defined in 1948 by B. D. H. Tellegen (151, It is a lossless
two-port with the following relationships between the
input and the output signals:

vy = — Ri, vo = Rij, (22)

The quantity R is the ‘gyration resistance’. As in an
ideal transformer, the sum of the powers at input and
output of an ideal gyrator is always zero: these network
elements are ‘instantaneously lossless’. The symbol
for a gyrator is shown in fig. 24.

From (22) it can be seen that the input voltage is
proportional to the output current and the output
voltage is proportional to the input current. It also
follows from (22) that connecting an impedance Zy
across the output gives an input impedance equal to
R2/Zy. If Zy is due to a capacitance, i.e. Zy = 1/jwC,
then the input impedance becomes jwR2C. In that case
* the circuit behaves as an inductance

L = ReC. 23)

IfR=1MQand C =1 pF, then L = 1 MH. (A con-
ventional inductor of this inductance and with corre-
~ sponding losses would weigh more than 1000 tons!)

Unlike all other passive circuit elements, the gyrator
does not exhibit reciprocity. The gyrator cannot there-
fore be built up from combinations of other passive
elements — resistors, capacitors, inductors and trans-
formers. However, it is possible to produce gyrators
from resistors and active elements [16], The availability
of integrated circuits has been an important stimulus
to the construction and application of gyrators.

A circuit that works as a gyrator is shown in fig. 25
(only the essential signal-processing parts are shown).
It is formed by two differential amplifiers connected in
parallel opposition. One of the stages contains two
N-P-N transistors, the other two P-N-P transistors.
For the circuit to approximate to the behaviour of an
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ideal gyrator, the transistors must fulfil two conditions.
Firstly, the current gain should be very large, e.g.
> 1000; the current i; is then virtually equal to the
current through Rz and i, is virtually equal to the cur-
rent in Rj. Secondly, the signal voltage between the
base and the emitter should be small compared with
the voltages across R; and Rs. The input voltage »;
can then be equated to the voltage across Ry and the
output voltage v, equated to the voltage across Re. To

R

+ 5 +

b |

=2

Fig. 24. Symbol for a gyrator. For such a circuit element

vy = — Rio and wo = Riy; the resistance R is the gyration
resistance.
i lo
—o-
o—_ -
+ a +
P Py
i 2 l
v Ry Rz Cai2 | %
|
! !
fy b I
-t B Py 1 -
O ~——O——
-~ —_—
I lo

Fig. 25. Gyrator formed by two differential amplifiers connected
in parallel opposition and two resistances R1 and Rs. If a capaci-
tor is connected across the terminals pz and pz’, the impedance
across p1 and p1’ corresponds to that of an inductance.

fulfil this condition, the transconductance of the tran-
sistors — the ratio of a.c. collector current to a.c.
base-emitter voltage — must be large with respect to
the reciprocal values of Ry and Rs. If these two resist-
ances are each 10 kQ, then the transconductance of the
transistors must be much larger than 0.1 mA/V, say
100 mA/V. With equal resistances (R = Rz = R)
equations (22) are satisfied and we therefore have a
gyrator.

Closer approximation to both conditions is obtained
if each transistor is replaced by a number of transistors
in a circuit with negative feedback. Fig. 26 shows such
a circuit, which simulates an N-P-N transistor. Base,
collector and emitter connections are indicated by the
letters b, ¢ and e. If the current-gain factors §, for the
N-P-N transistors and f, for the P-N-P transistor are

(151 B. D. H. Tellegen, Philips Res. Repts. 3, 81, 1948; see also
B. D. H. Tellegen, Philips tech. Rev. 18, 120, 1956/57.

(181 There are also some very important gyrator devices that are
not built up from conventional electronic components; these
make use of gyromagnetic effects in ferromagnetic materials
or piezoelectric effects. .
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Fig. 28. Circuit of a monolithic integrated gyrator. The two
gyration resistances are external and are connected at r1,r1” and
ra,re’ (see fig. 25). The simulated N-P-N and P-N-P transistors
are enclosed by dashed boxes. The other transistors form d.c.
sources of high internal resistance. The supply voltage is 12 V; if
the gyration resistances are 10 kQ, the whole circuit dissipates
about 10 mW. Signals with peak amplitudes up to 1.6 V and
0.16 mA can be processed without distortion. The precision with

Filters with gyrators

With the gyrator shown in fig. 28, an inductor of
very high Q can be simulated. If a capacitor C is con-
nected across both input and output terminals, a
parallel-resonant circuit of resonant frequency 1/RC
is formed. At low frequencies the Q is greater than 500
and it increases with increasing frequency. Gyrators of
this type can be used in classical LC filters which can
be designed from existing tables. Fig. 30 shows the
circuit of a lowpass filter of this type for telephony [19],
It is made from ten capacitors and three gyrators. The
passband extends to 3400 Hz. The attenuation is
shown in fig. 31 as a function of frequency. This charac-
teristic can be obtained without the need of any adjust-

.ment of circuit parameters, using resistors and capaci-

which an inductor is simulated depends almost entirely on the
precision of the gyration resistances and the capacitor connected
at pe,pe’. The simulated inductance corresponds to the theoret-
ical value given by (23) to within 0.2%. A resistance that deter-
mines the values of the direct current is connected between the
terminals 7. The terminals 2 can be either short-circuited or
connected via one or more diodes; the number of diodes deter-
mines the maximum permissible drive voltage.

e e
(’r{{:\l p—ry H ] >.< — H — :ii
= | b b T

Fig. 30. Lowpass filter consisting of ten capacitors and three
gyrators. If such a filter is supplied from an a.c. source of internal
resistance equal to its resistive load, the transfer characteristic in
the passband is little affected by parameter variations.

171 See for example A. Schmitz, Solid circuits, Philips tech. Rev.
27, 192-199, 1966.

(18] For further details see J. O. Voorman and A. Biesheuvel, An
electronic gyrator, IEEE J. SC-7, 469-474, 1972.

(19 R. Saal, Der Entwurf von Filtern mit Hilfe des Kataloges
normierter Tiefpisse, Telefunken, Backnang 1961.
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Waves

Electromagnetic waves creeping through a metal at a few centimetres
per second, elastic waves amplified by d.c. currents or which themselves
generate d.c. currents, elastic surface waves launched and detected
electrically — these are some of the remarkable phenomena that have
come to light during the last 15 years in the world of electronics and
solid-state physics. In the present issue of this journal they are dis-
cussed within the framework of a survey of various kinds of waves that
are possible in insulating, conducting or piezoelectric solids.

A number of phenomena ordinarily not thought of as waves will be
Jound to have a wave character. With the transverse electromagnetic
waves, for example, we encounter not only light but also the skin effect;
with the longitudinal electric waves we have not only plasma waves but
also dielectric relaxation and Debye-Hiickel screening.

Much attention is given to piezoelectric materials, in which elastic
and electromagnetic waves are not independent of each other. In these
materials electromagnetic waves (light) and elastic waves (sound) com-
bine to give ‘near-light’, ‘near-sound’ and ‘stiffened sound’. The stiffening
is complex in piezoelectric semiconductors; when such a material carries
a sufficiently large current, acoustic waves can be amplified.

The article concludes with a discussion of the remarkable Bleustein-
Gulyaev wave — an electro-elastic surface wave which is a surface wave
only by virtue of the piezoelectric nature of the substrate. The Bleustein-
Gulyaev wave is presented as an ‘imaginary’ variant of a wave of

“stiffened sound’ reflected at a surface.
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Electromagnetic, elastic and electro-elastic waves

C. A A.J. Greebe

Introduction

Electronics is very much concerned with electro-
magnetic waves — their generation, modulation, pro-
pagation, reception and processing. Electromagnetic
waves may be transmitted through space or they may
be guided by wires or other types of transmission line.
Sometimes, especially in the microwave region,
electromagnetic waves appear in the generating or
processing equipment itself. Two important examples
are the resonant cavity — where energy can be stored
in the form of standing waves — and the delay line —
where information can be stored in the form of modu-
lated travelling waves.

Electronics also makes use of elastic waves: the
quartz-crystal resonator is a very early and well known
example. The use of elastic waves offers in many cases
two notable advantages : the velocity of propagation
is some 105X smaller than that of electromagnetic
waves — so that, in 1 cm of a solid, elastic waves are
delayed by the same amount as electromagnetic waves
in 1 km of a cable; also, in certain carefully prepared
materials, the attenuation of elastic waves can be
relatively very small.

Elastic waves in solids are almost always generated
and detected electrically. The conversion of electric
signals into mechanical signals and vice versa is usually
done by means of piezoelectric materials such as
quartz; sometimes magnetostrictive materials are used.

Attempts to generate high-frequency elastic waves
were for a long time limited to frequencies below
100 MHz because the electromechanical conversion
was always done with mechanically resonant trans-
ducers. Such transducers must be only one or a few
half wavelengths in thickness and above 100 MHz they
became so thin as to be difficult to make or too fragile
for practical use. This difficulty was surmounted during
the fifties (1] and progress was such that some years
later (1966) it was possible to generate and detect
coherent waves of no less than 114 GHz [2]. One of
the features of this breakthrough was the integration
of transducer and medium: for example, elastic waves
in a quartz crystal were generated and detected by
virtue of the piezoelectric property of the crystal it-
self [2],
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The use of elastic waves in electronics only really got
under way after another development: the application
of elastic surface waves (3. As the name implies, these
waves propagate only on the surface, leaving the bulk
of the solid undisturbed. Like elastic waves in the bulk
material they have a low velocity and, for well pre-
pared surfaces, a low attenuation. They have however
a great extra advantage: they are accessible over the
whole length of their trajectory. This unique property
opens up a whole range of possibilities which are easy
to put into practice when the substrate is piezoelectric.
The waves can then be generated, processed and
detected by means of simple comb-shaped surface
electrodes (interdigital transducers, see fig. I); for
example, filters with a wide range of characteristics can
be made simply by choosing the shape, spacing and

=
L

Fig. 1. Interdigital electrodes on a slice of a piezoelectric material
(interdigital transducer) for the generation of elastic surface
waves. The temporal frequency of the applied a.c. voltage, and
the spatial frequency of the ‘fingers’ must correspond to the
frequency and the wave number of the wave to be excited.

mnJ

number of the ‘teeth’ of the electrodes [41. Layer
structures on the medium can be used to guide the
waves or to give local changes in their dispersion.
Delay lines based on surface waves can be provided
with a large number of points where the signal may be
tapped off [51. The waves can be amplified by drift elec-
trons in an adjacent semiconductor (6], Finally, surface
waves are particularly well adapted to systems of
planar integrated circuits.

11 H. E. Bommel and K. Dransfeld, Phys. Rev. Letters 1, 234,
1958 and 2, 298, 1959, and Phys. Rev. 117, 1245, 1960.

(2 7. Ilukor and E. H. Jacobsen, Science 153, 1113, 1966.

BB1 A survey is given in: R. M. White, Surface elastic waves,
Proc. 1EEE 58, 1238-1276, 1970.

M See for example J. H. Collins and P. J. Hagon, Electronics
42, No. 23, 97, 10 Nov. 1969, and R. F. Mitchell, Philips
tech. Rev. 32, 179, 1971.

(51 See for example J. H. Collins and P. J. Hagon, Electronics
43, No. 2, 110, 19 Jan. 1970.

1 J. H. Collins, K. M. Lakin, C. F. Quate and H. J. Shaw,
Appl. Phys. Letters 13, 314, 1968. See also J. H. Collins and

. P. J. Hagon, Electronics 42, No. 25, 102, 8 Dec. 1969.
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In recent years there has therefore been a growing
interest in all sorts of wave phenomena — bulk waves
and surface waves, electromagnetic waves and elastic
waves and combinations of these in piezoelectric
materials. It seemed to be useful to attempt a systematic
review of these various forms against a background of
conventional, well known forms of wave propagation.-
This article, therefore, is meant as a sort of ‘introduc-
tion to waves, and is of a tutorial nature; it gives no
scientific ‘news’ but presents known material and
points out relationships. The opportunity will also be
taken of discussing certain perhaps in practice less
important but nevertheless remarkable wave phenom-
ena such as helicon waves.

In the first part of the article we shall consider wave
propagation in unbounded media — for example in free
space, in optically anisotropic media and in conductors
with and without a magnetic field — starting from the
differential equations for the appropriate variables of
the medium. The travelling waves that we find are
characterized by an angular frequency w (2nx the
frequency) and a wave vector k (whose components
ks, ky and k, are respectively 2z divided by the
wavelengths in the x-, y- and z-directions). The waves
may grow or diminish in both space and time (see
fig. 3, p. . . .), which is indicated by k& or w having an
imaginary part. A very important aspect of a wave
phenomenon is the dispersion relation which is the
relation between w and k. Among the subjects dealt
with in this first part of the article are the familiar
waves of light and sound; the strongly attenuated
propagation in metals resulting in the skin effect; a
variant of this in a strong magnetic field, the ‘helicon’
waves, and some longitudinal electric waves. We shall
also consider a situation where the wave does not pro-
pagate in the direction of the wave vector k, a matter to
be borne in mind when considering anisotropic mate-
rials, such as crystals, whether carrying bulk or surface
waves. )

The second part of the article deals with the coup-
ling of waves in unbounded media. Wave propagation
in piezoelectric materials can be very complicated
because the electric and elastic variables are not inde-
pendent of each other. If, however, the coupling is
weak, the problem can be considerably simplified by
regarding the waves as coupled electric and elastic
waves, each of which would propagate independently
if the coupling were in fact zero. This method of attack
can also be useful in other cases where there are many
coupled variables. Among the examples discussed here
is the amplification of acoustic waves (‘acoustic ampli-
fier’). o

In the third part of the article combinations of waves
that can exist in two adjacent media are discussed.
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These include combinations of incident, refracted and
reflected waves and also — our particular concern
here — surface waves. A surface wave occurs in the
well known phenomenon of total internal reflection,
but in this case it occurs only in combination with the
incident wave and the reflected wave. Modern devel-
opments in electronics, however, are concerned with
true surface waves that are independent of any bulk
waves. A simple example — the Bleustein-Gulyaev
wave — will be discussed at length.

In concluding this introduction attention should be
directed to a problem that will not be dealt with in this
article but is of the greatest importance to inves-
tigations of wave behaviour in unusual, novel media.
In general a travelling wave transports energy of which,
usually, a fraction is dissipated in the medium. For a
given real frequency the wave amplitude then dimin-
ishes in the direction of propagation (k is partly
imaginary); the medium is passive. There are, how-
ever, media which can be activated in one way or
another; in such media waves are possible that become
larger in the direction of propagation. In the acoustic
amplifier, for example, the medium is a piezoelectric
semiconductor which is fed with energy by means of
a d.c. current; this energy is partly taken up by the
acoustic wave. In a well designed device, the input
signal re-appears, after traversing the medium, ampli-
fied at the output. It is, however, not at all certain that
a medium in which such ‘amplifying’ waves are
theoretically possible will necessarily be potentially
useful as an amplifier. It is possible, for example, that
the medium will exhibit ‘absolute instabilities’ and
reacts to an input signal with an explosive increase of
the variables. In this case the output signal is no longer
related in any way to the input signal. A. Bers and
R. J. Briggs have given a theoretical approach to the
problem of how to decide, on the basis of the dispersion
relation, whether a new medium will have absolute
instabilities or whether it can be used for amplifica-
tion [7). The investigation of how the medium reacts to
an excitation (input signal, source) is inherent to this
analysis. We shall leave this question completely aside
and consider only freely propagating waves, without
enquiring how they are generated.

171 - See R. J. Briggs, Electron-stream interaction with plasmas,
M.LT. Press, Cambridge (Mass.) 1964, chapter 2.
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Waves in unbounded homogeneous media

Main features of the analysis

The method of analysis of wave phenomena in
unbounded media will be illustrated by means of a
simple one-dimensional example: an infinitely long
uniform transmission line with a capacitance of
C(F/m) per unit length and an inductance of L(H/m)
per unit length; see fig. 2. Changes in current in this
transmission line give rise to voltage differences across
the inductances. The capacitances are charged by the
difference in the currents before and after them, so
that the voltages across the capacitances also change.

LAl
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Al —*Z

Fig. 2. Transmission line with a shunt capacitance CA/ and a
series inductance LA/ per section Al. When Al — 0, with C and
L remaining constant, we get a uniform continuous line as dis-
cussed in the text.

These qualitative relations between the two wave
variables of this problem, the voltage ¥ and the current
I can be quantified in two homogeneous linear dif-
ferential equations in the spatial coordinate z and the
time ¢:

oV of
— 4+ L—=0,
0z ot
1)
oV ol
— —=0.
ot oz

The solutions of these equations are exponential func-
tions of z and ¢:

V = Vo exp j(wt — kz),

. @
I =TIy exp j(wt — kz).

All the waves discussed in this article can be described
as functions of this form. The real parts of such com-
plex expressions represent the actual physical quanti-
ties. If w and k are real, as we shall provisionally as-
sume, we have waves in their simplest form: sinusoidal
functions of position which propagate at the velocity
w/k, the phase velocity. The amplitudes ¥, and I can
“be complex; the modulus of the complex amplitude
is what we normally call the amplitude whilst its
argument gives the phase of the disturbance.

Substituting (2) in (1) yields two homogeneous
linear equations for the complex amplitudes:

kVo—owLlp =0,
wCVo— kIy = 0.

There are solutions to (1) only when the determinant
of the coefficients of (3) is zero and this condition gives
the dispersion relation

k2 — @2LC = 0. @)

3)

From this we derive the phase velocity

v = w/k =+ 1/)/LC,

which, combined with (3), gives the following ratio of
the complex amplitudes: ’

Vollo = + VIJC. C®

The positive root is called the characteristic impedance
of the transmission line.

The steps outlined above are typical of many prob-
lems of wave motion. We shall always express the
properties of the medium or the physical system in
terms of differential equations in the wave variables. We
shall restrict ourselves, as above, to homogeneous
linear differential equations, whose coefficients  are
independent of time and place: this expresses the fact
that the properties of the medium rémain constant and
are spatially homogeneous. Substitution of harmonic
waves leads to homogeneous linear algebraic equations
for the complex amplitudes. In a well formulated
problem, the number of these equations is equal to the
number of variables. Putting the determinant of these
equations equal to zero yields the dispersion relation.
Subsequently, we can in general calculate all the com-
plex amplitudes in terms of one of them and so find
the ratios of all the real amplitudes as well as all the
phase differences — that is to say, the ‘structure’ of the
wave. .

If there are several harmonic solutions these can be
quite freely superposed. Superposition implies, by its
nature, that the behaviour of each component wave is
entirely independent of the presence of the others:
there is no interaction between the components. The
situation is quite different when the differential equa-
tions contain nonlinear terms. If such terms are suf-
ficiently small, it is often possible to consider a solution
as the sum of several approximately harmonic com-
ponents, but the behaviour of each component will
now depend on the presence of the other components:
the components interact, some becoming stronger,
others weaker. -
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The dispersion equation; dispersion

The left-hand side of the dispersion relation (4), i.e.
the determinant of (3), can be factorized into two
factors. If one of these is set equal to zero we get the
dispersion relation for one type of wave, e.g. a wave
travelling to the left (v << 0). The other factor set
equal to zero gives a wave travelling to the right
(» >0).

This is a trivial example of what one always tries to
do: to resolve the determinant of the wave problem into
factors — setting each factor equal to zero gives a
dispersion relation for one type of wave. A less trivial
example is found in the problem of sound waves in an
isotropic solid: when the equations are set up suf-
ficiently generally, two factors are found in the deter-
minant, one corresponding to longitudinal waves and
the other to transverse waves. It is also possible to
reverse this whole approach. For example, in this
article we shall assume — to stay with sound waves in
solids — a longitudinal wave in the z-direction and
find out for which combinations of w and k this is
possible. What we then find is the dispersion relation
for longitudinal waves in the z-direction in the given
medium, and the structure of these waves. In the case
of an isotropic substance, the characteristics of longi-
tudinal waves in any direction would then also be
known. However, whether other waves could exist in
the medium then remains an open question.

In the transmission line all harmonic waves travel-
ling to the right have the same velocity v. If a disturb-
ance consists only of waves travelling in this direction,
therefore, these all continue to proceed fogether along
the line, i.e. they do not disperse from one another, so
that the disturbance or signal retains its form while
propagating at a velocity v to the right. The trans-
mission line is then called a dispersionless system. We
shall encounter many other dispersionless systems but
also systems with dispersion in which v is a function of
k and where the shape of a disturbance in general
changes as it is propagated.

Complex wave number and complex frequency

If the transmission line of fig. 2 has not only series
inductance but also series resistance (R per unit length,
in /m), a term IR must be added to the left-hand side
of the first equation (1). Repeating the procedure out-
lined above, we arrive at the dispersion relation

k2 4+ joRC — w2LC = 0.

Expressions (2) are thus no longer solutions for real w
and k. This is obvious physically: the line is no longer
lossless so that the waves are attenuated as they are
propagated. Our whole scheme can however still be
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retained and the attenuation included if w and k are
allowed to be complex.

When w and k are written as the sums of real and
imaginary parts:

w = wr + joi,

k = kr +jki’

the waveform (2) can be expressed as the product of an
exponential and a harmonic factor:

exp j(wt—kz) = exp (— wit + kiz) exp jlwrt—krz). (6)

This represents a sinusoidal wave (the second factor)
whose amplitude diminishes (or grows) both with time
and from place to place. The general case is illustrated
in the central curve of fig. 3. The other curves show
the nature and behaviour of the excitation if w or &
is purely real or purely imaginary. All these and the
intermediate cases can be regarded as kinds of wave.
Among them are phenomena which in ordinary
experience would not be called waves, for example the
alternating field in a waveguide when this is excited at
a (real) frequency below the cut-off frequency; & is then
purely imaginary. Such a cut-off wave (or evanescent
mode) is shown in fig. 3c.

Waves in three dimensions

For wave phenomena in three dimensions, the term
kz in equation (2) must be replaced by k- r, where
r is the radius vector of a point in space defined by
coordinates x, y, z, and k is the wave vector having
the components ks, ky, k: along these coordinates:
k'r = kgx + kyy + kqz. If k is complex it can be re-
presented by the two real vectors kr and k;:

k (kaykey,kz) = kr(keaskry ko) + jki(kiz,kiy.kiz),
k:c = er + jkix,
ky = kry + jkiy,
kz = krz + jklz-

If k; and k; are paraliel to one another, in other words,
if the ratios krz/kis, kryfkiy, krz/ki1z are equal, then the
problem can be reduced once more to a one-dimen-
sional one. We only have to rotate the coordinate
system until the new z-axis coincides with the com-
mon direction of kr and ki; then k- r = k,z. The
waves are in this case essentially one-dimensional and
plane waves: the wave variables are independent of the
(new) x- and y-coordinates. The (new) x,y-planes (per-
pendicular to kr and ki) are wavefronts.

When kr and k; are not parallei, the wave is essen-
tially not one-dimensional. This is the case, for example,
for surface waves, which are propagated parallel to the
surface (kr // surface) but usually fall off exponentially
in the perpendicular direction (k; | surface).
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With more than one dimension there is still only one
dispersion relation. This implies that a great variety of
waves is possible since, of the four complex quantities
ks, ky, kz and w, three are in general independent.

Notation

In order to avoid more indices than are really neces-
sary, we shall usually make no distinction between a
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The differential operators d/0t, d/dx, . . . will be
abbreviated to ¢, dg, . . . . The algebraic equations of
the type (3) are obtained from the differential equations
of the type (1) by replacing the operator d; by the
factor jw, 0z by the factor —jk,, etc. _ .

We shall also be concerned below with curls and
divergences of the vectorial wave variables. In terms
of Cartesian coordinates the curl and divergence of an
arbitrary vector a are defined as follows:

\l\( real complex imaginary
W
a’ v:. V.. - - - -
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'
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Fig. 3. The character of the various waves represented by the expression exp j(wt— kz),
classified according to whether w and k are real, imaginary or complex (see eq. 6). Solid curves:
the waveform at a given instant. Dotted lines: a fraction of a period later. Dashed lines (cand
Sonly): half a period later. Only cases (a), (b), (d) and (¢) represent travelling waves in the con-
ventional sense. It is assumed that cwr and k- have the same sign: the waves travel from left to
right (4 z-direction). It is assumed that wj is positive and k; is negative, where they arise: the
amplitudes decrease with time and from left to right. The opposite sign for w; or k; would

imply waves of increasing amplitude.

complex variable, its real part (i.e. the actual physical
quantity) and the complex amplitude. In equations of
the type (3) and (5) we shall therefore omit the indices 0.
This should give no difficulties: where the distinction
is important it is usually clear from the context what is
meant. Some care may be necessary with nonlinear
combinations and relations; an expression such as IV
for power, for example, is correct only if 7 and ¥V are
the actual instantaneous current and voltage [8],

(curl @)z = dya, — 0.4y,

(curl @)y = d.a; — Dz,

- (curl @), = dzay — dya,
div @ = dza; + dyay + 0.a..

[81  The power is thus (ReI)(ReV) in terms of complex variables
I and V. Usually only the time average of such a product,
(Rel)(ReV), is of interest; this is given by $Re(IV*), where

_ the asterisk denotes a complex conjugate. .
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Electromagnetic waves

Maxwell’s equations

Many natural phenomena are wholly or partly elec-
tromagnetic. The set of differential equations describ-
ing a wave phenomenon often, therefore, involves
Maxwell’s equations in one way or another. In their
most general form these are, in SI units:

curl H=D + J, (7) divB =0, (9)

curl E = —l%, ®)

where H is the magnetic field, E the electric field, B the
magnetic flux density, D the dielectric displacement, J
the current density and pe the charge density.

‘Divergence’ can be interpreted as ‘strength of
source’. Thus (10) states that charge is the source of the
. D field and (9) states that the B field has no sources.
Similarly we can say that ‘curl’ is equivalent to ‘vortex
strength’ (9],

If we take the divergence of (7), remembering that
the div curl of any vector is zero, and combine the
result with (10), we find the continuity equation for the
charge:

div D == ge, (10)

(11)

This equation states that the charge decreases at loca-
tions where there is a source of current.
Finally, there is an important energy equation:

div J = —o,.

(12)

which is found by combining (7) and (8) with the vector
identity —div [axb] = a curl b — b curl a. Equation
(12) may be interpreted as follows: energy is transport-
ed by the electromagnetic field with an energy-flow
density given by the Poynting vector [10]

S = EXH.

—div[ExH]=E-J+E-D+ H-B,

(13)

The three terms on the right-hand side of (12) thus
represent sinks (negative sources) for the energy flow.
The first term represents the development of ohmic
heat, the second the storage of electrical energy and
dielectric losses, and the third the storage of magnetic
energy and magnetic losses. We shall encounter the
second term E- D again in our considerations below.
Maxwell’s equations are ‘laws of nature’ in the sense
that they are always and everywhere valid. However,
they leave a considerable freedom in the behaviour of
the electromagnetic variables: they give only 8 scalar
relations as against 16 scalar variables. The properties
of the wave are further determined by the properties of
the medium. Therefore one can expect new and
unusual electromagnetic phenomena if new and
unusual media become available. An example is
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furnished by the remarkable helicon waves, first discov-
ered on paper, which can be generated in very pure
sodium at very low temperatures (4 K) in a strong
magnetic field (104 Oe). These electromagnetic waves,
which will be discussed in more detail below, propagate
with almost no attenuation at the unusually low
velocity (for electromagnetic waves) of, say, 10 cm per
second.

In simple cases the properties of the medium can be
specified by three constants of the material: the per-
mittivity &, the magnetic permeability u and the con-
ductivity ¢. The following three equations then de-
scribe the medium:

D =c¢E, B=uH, J=0E. (14)
In the special case where the medium is free space,
D=¢gE, B=uH, J=0, ge=0. (15

When D and E differ, as they do for a physical me-
dium, this is a consequence of the electric polarization
of the medium. Equally, any difference between B and
woH is a consequence of the magnetization of the
medium.

If we introduce the electric polarization P via the definition
D = e)E - P, the expression EdD for the electrical energy
delivered by the electromagnetic field in time dr (see the text
referring to eq. (12) and (13)) becomes clearer physically: EdD
= Ed(eoE + P) = d(+&vE®) + EdP. The first term is the in-
crease in the free-space field energy and the second term is the
work done on the medium by the field (force X displacement).

Taking the equations (14) together with (7), (8), (9) and (10),
the medium seems to be ‘overdetermined’: we have five vectors
D, J, E, Band H and one scalar pe and also five vector equations
in (7), (8) and (14) but rwo scalar equations (9) and (10). How-
ever, the derivative of (9) with respect to time, div B= 0,is a
direct consequence of (8) (because div curl = 0). For our time-
dependent waves, with B= jwB and w s 0, this means that (8)
implies (9). In a more general situation, the independent informa-
tion given by (9) is concerned only with the constant (time-inde-
pendent) part of B.

In what follows we shall first derive the velocity and
the structure of electromagnetic waves in free space.
Then we shall consider other non-conducting media
(o = 0). If in such media ¢ and  are truly constants of
the material, i.e. wholly determined by the medium
and not at all by the wave, then we should find waves
that are qualitatively the same as in free space. An
interesting phenomenon that does not occur in free
space, double refraction, can be related to anisotropy
of the medium; to describe the medium in such a case,
instead of the constant &, six constants are necessary (in
the worst case) combined in the permittivity tensor e.
Other phenomena that do not occur in free space,
dispersion and absorption, can be described by a for-
mal extension of the concept of permittivity to a
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[frequency-dependent complex permittivity (which thus
also depends on the wave). Of course, this does not
explain dispersion and absorption; to do this the re-
quired &(w) has to be related to the structure of the
medium. Faraday rotation, as we shall see, can also be

described formally in the same way, using a particular

complex permittivity tensor.

The same methods can be used to describe wave
propagation in conducting media, because the con-
ductivity can be represented by an imaginary part of
the permittivity. In this case we shall proceed less for-
mally and derive for example an effective e-tensor that
describes the propagation of helicon waves on the basis
of the behaviour of the conduction electrons in a
strong magnetic field. We shall also encounter longi-
tudinal electric waves which are not possible in free
space because &g is not zero, but which may occur in
conductors under certain conditions when the effective
permittivity is zero.

Electromagnetic waves in non-conducting media

Free space

For the analysis of electromagnetic waves in free
space we start with Maxwell’s equations, combined
with the equations (15). (We omit here the suffix 0
from ¢ and u; some of the results can then be used
later.)

When we substitute jo for d; and assume non-zero
w, the equations become considerably simpler. In view
of the identity div curl = 0, not only does (9) follow

from (8) but also (10) follows from (7) because J and

ge are both zero. Two vector equations are thus left
over for the two vectors E and H:

curl H = jweE,

curl E = —jouH. (16)

For plane waves propagating in the z-direction we have
therefore (with v, = —jk, 0z = 0y = 0):

w&'Ex —_ kHy =0 (a)
kEy + wuHgz =0

weE; =0 (c)

wuH, =0 (d)

)

The determinant of these equations can be seen to
factorize into four factors, and by putting each factor
separately equal to zero we find in principle (see
p. 314) four dispersion relations, each representing a
wave. In each of the four waves, given by (a), (b), (c)
and (d) the wave variables are different."
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Now the pair of equations (a), with ¢ = g and
M = po, already describe all the properties of electro-
magnetic waves in free space (see fig. 4a). Their
velocity — the velocity of light in free space — fol-
lows from the dispersion relation for (a):

. (18)

and is therefore 1/}/equo. The waves are transverse
(E and H both perpendicular to k) and £ and H are
also perpendicular to each other. The ratio of the
complex amplitudes Ey/Hy is equal to k/sow = Juofeo,
the intrinsic impedance of free space; and since this
ratio is real, E; and Hy are in phase. (The concept of
the intrinsic impedance of a medium is directly anal-
ogous to that of the characteristic impedance of a line.)

k% — gopuow? = 0,
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Fig. 4. Structure of electromagnetic waves in free space, a) corre-
sponding to (17a), b) corresponding to (17b). The wave (b) is
simply the wave (a) rotated through 90° about the z-axis. These
waves are plane polarized. A circularly polarized wave (¢) is
obtained by superposition of waves (a) and (b) of equal ampli-
tude but with 90° phase difference.

01 See for example J. Volger, Vortices, Philips tech. Rev. 32,
247-258, 1971. .

(101 In (13) E and H are the actual electric and magnetic fields.
Using complex wave variables, the time-averaged Poynting

vector is S = 4Re[Ex H*}; cf. note [8].
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The practical significance of the expression 1/Veopto for the
velocity of light in free space is that, in the construction of a
system of units such as SI, although there is some freedom of
choice with respect to g0 and uo the combination 1/)eouto must
always be equal to the velocity of light.

Other solutions are obtained by applying a rotation
to that of fig. 4a; k (or w) and E (or H) can be freely
chosen. The solution of the equations (17b) is simply
the wave of (17a) rotated through 90° about the z-axis
(fig. 4b). Any wave in free space can be described by a
superposition of such waves.

One rather special case of superposition is the super-
position of (a) and (b) where E; in (2) and Ej in (b) are
of the same amplitude but differ by 90° in phase:

Ex - :i: jE:l/- (19)

This is a circularly polarized wave (fig. 4c). The upper
sign () represents a vector rotating clockwise, and
the lower sign (—) represents a vector rotating anti-
clockwise, as seen by an observer looking in the --z-
direction, and assuming w to be positive [11],

The end points of the vectors lie on a helix. The re-
lation between the sense of this helix, the sense of rota-
tion of the vectors and the direction of wave propaga-
tion can- best be formulated by adopting the conven-
tion used in optics. In this convention a sense of rota-
tion is defined as that seen by an observer receiving the
waves. Then the sense of the helix is the same as that
of the rotation of the vectors (in whatever direction the
wave propagates), and this is by definition the sense of
the circular polarization. According to this definition
the upper sign in (19) represents left-handed circular
polarization for a wave travelling in the 4-z-direction
and right-handed circular polarization for a wave
travelling in the —z-direction.

The equations (17c) and (17d) would represent longi-
tudinal electric waves and longitudinal magnetic waves

E
E§ £
&E; D
Z
&5k E

Fig. 5. If a material has a different polarizability in two directions
& and £ (see eq. 20), the ratios Dg/Eg and D¢/Er are not equal.
Hence D and E are no longer parallel to one another, unless they
happen to be along the &-axis or the {-axis.
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respectively, but their dispersion relations, we = 0,
wu = 0, are not satisfied in free space (for w s 0). For
this reason longitudinal electromagnetic waves cannot
exist in free space. ’

For a medium whose electric and magnetic properties
are described by (14), where ¢ and u are true constants
of the material and where ¢ is zero, electromagnetic
waves entirely analogous to those in free-space waves
are possible; their velocity is 1/)/eu and the intrinsic
impedance E/H is }/ufe. Such media do not really
exist but in certain cases — for example that of low-
frequency waves in an isotropic lossless insulator — the
wave propagation is well described in this way.

We shall now examine what happens when the
medium is not isotropic.

Anisotropy; double refraction

Let us consider a crystal that is not equally polariz-
able in all directions. The relation between D and E
can now no longer be characterized by a single scalar
quantity. We shall assume that an orthogonal coordi-
nate system &, n,  exists in which

‘DE = 81EE, D,, = 81E,,, DC = 83E(, (20)

where ¢3 > &1; the polarizability is thus larger in the
{-direction than in the &,m-plane. We are then con-
cerned with a uniaxial crystal in which the {-axis is the
optical axis. From (20) we can immediately conclude
— see fig. 5 — that D and E are no longer parallel to
each other, unless they happen to be parallel or perpen-
dicular to the {-axis.

For light propagated along the optical axis, the cal-
culation of p. 317 can again be used, with ¢ = ¢1. For
propagation perpendicular to the optical axis, the cal-
culation is also entirely analogous, except that in (17a),
&= gz and in (17b), ¢ = e1: we therefore get two waves,
one polarized along the optical axis and the other
perpendicular to it, with different velocities.

The situation becomes really interesting when we
consider plane waves whose k vector makes an angle
other than 90° with the {-axis. Going back to Maxwell’s
equations (7) and (8) we find, taking a coordinate
system x,y,z in which k is parallel to the z-axis, and
taking B= uH, J =0, u # 0 and w # O:

kHy = wDg, wuHy=—kE,,
ka = -"(UDy, (UMHy = kEx, (21)
0 = _Dz, Hz = 0.

It follows that D, H and k are perpendicular to one
another. D and H are still transverse: the wavefronts
are D, H-planes. If D is taken perpendicular to the
{-axis (fig. 6a) the situation is still quite unremark-
able: Eis again parallel to D and the wave has the same
nature as we have already encountered. If, however, D
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is taken to be in the k,{-plane (fig. 6b) then D is neither
parallel nor perpendicular to the {-axis, so that E is
no longer parallel to D (see fig. 5). The Poynting vector
S = EX H is therefore no longer parallel to the wave
vector k. Since S gives the direction of the energy flow
and therefore, in the case of a parallel beam, the direc-
tion of the beam, the wavefronts lie obliquely to this
direction (fig. 7). An unpolarized beam falling perpen-
dicularly on the x,y-plane in fig. 6a and b (this being
the surface of the crystal) is therefore split into a
‘straight-through’ beam (fig. 6a4) and an ‘oblique’ beam
(fig. 6b): this is double refraction.

The permittivity tensor

We have seen that in an anisotropic material D and
E are in general not parallel to one another (see fig. 5).
It follows that, in a coordinate system x,y,z not paral-
lel to the coordinate system &,7,{, used above, each

X
z
z
1 S k
D i
E 1
y 1
t a
X
E
D
T
S
s zZ
H
y b

Fig. 6. Double refraction. In a uniaxial crystal, a plane wave
whose k vector makes an angle with the optical axis £, the vectors
D, H and k (see eq. 21) are still perpendicular to one another, as
in an isotropic medium. If D is perpendicular to the optical axis
as in (a), then E is parallel to D and the Poynting vector S is
parallel to k; if, however, D lies in the plane defined by k& and {
as in (b), then E is not parallel to D and so § is not parallel to k.
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Fig. 7. A beam, i.e. a wave with bounded
wavefronts, is propagated in the direction
of the Poynting vector S. If & is not parallel
to S (fig. 6b), the wavefronts are not per-
pendicular to the beam. ) '

T 7

component of D may depend on all the components ox
E. In general we must write:

Dy = 2enEr (k! = x,,2) (22)

This applies also to a biaxial crystal for which three
different &’s occur in (20). The two or three ¢’sin (20) and
the nine e/’s in (22) give the same linear relationship be-
tween the physical vector fields D and E; if yet another
coordinate system is chosen, the nine quantities de-
scribing this relationship will have other values. Such a
tensor relation between D and E is written:

D = ¢E, (23)

where ¢, the permittivity tensor, is thus a property of the
crystal which, for each coordinate system x,y,z, is de-
fined by another array

Exzx Ea;y Exz
Eyzx Eyy Eyz (24)
Ezx Ezy Ezz

of nine scalar quantities.

In such a crystal the electric state and therefore the
electric energy per unit volume Ug are determined by
the values of E;, E, and E,. In a change of state in
which D increases by dD, the crystal takes up an
energy of E-dD per unit volume from the field (see
p. 316) and Ug thus changes by this amount so that

dUE =FE-.-dD = ZE]clEkdEl.
k.l
It follows that
QUEOE, = X epiEr,
k
and
Q2UE[OERVE; = &g.

A right-handed coordinate system is assumed here as in
- fig. 4. It is further assumed that all the wave variables are
proportional to exp (4 jwf) and not to exp(— jwt), as is
sometimes done. We shall continue to use these conventions.
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From this it can be seen that e is symmetrical:

&l = Elk. (25)

Hence there are at most six different quantities in (24).
The proofs that symmetries of the same nature must
exist for elasticity and piezoelectricity run along the
same lines.

The description of a crystal by means of six constants
of the material sx; is satisfactory for static’and for
slowly varying fields. Losses and dispersion which
become important at higher frequencies are not en-
compassed by this description. They can however be
included in the formal framework of the permittivity,
if the latter concept is extended in the following
manner.

Complex and frequency-dependent permittivity

If, for an isotropic material, ¢ is regarded strictly as
a constant of the material, then D is everywhere and at
every instant (independently of the situation elsewhere
and of previous events or states) given by the value of
E at the same place and the same instant. In other
words, D = ¢E is a local, instantaneous relation. In
reality such a rigorous relation between D and E exists
only in free space. For example, when E varies very
rapidly, the polarization and therefore D in most
materials also usually varies at the same frequency but
the ratio of the amplitudes of D and E may well depend
on the frequency and D often lags behind E. At a given
moment D may thus depend not only on the value of
E at that moment but also on previous values. Such a
non-instantaneous relationship will be accounted for,
as usual, by regarding the expression D = ¢E as a
relationship between the complex quantities D and E,
where ¢ is then a quantity that may be complex and
frequency-dependent:

e = &'(w) —je"(w).

Since a minus sign is conventionally used here, a
positive value of ¢” indicates a lag of D behind E and
this implies losses, as can be seen by calculating the
mean energy dissipated by the dielectric per second and
per unit volume, (ReE)(ReD), which is found to be
+ we”EE*.

At zero frequency we must recover the original rela-
tion between D and E: this means that £”(0) must be
zero and &'(0) must be the permittivity for static fields.

The complex representation and method of calcula-
tion thus allows us to take account of non-instanta-
neous relations between D and E and so to describe los-
ses (¢” # 0) and dispersion (¢’ is a function of ). Non-
local relations between D and E will not be considered
here. Later on, the conductivity ¢ in (14) will some-
times also be taken as complex and frequency-depend-
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ent. The permeability u, on the other hand, will be
considered here always as a real constant (and not
complex as for example in problems related to electron
and nuclear spin resonance). - . :

Analogously we shall hereafter consider that e in
(23) may be a complex and frequency-dependent tensor.
Instead of (25) we must then have the symmetry rela-
tion

ex1 = e 26)

if the material is lossle.:ss. This follows since the time-
average of (ReE)- (ReD) can be shown to be

tjw 2 (ex1 — ™) ExEr*,
ki

and in a lossless crystal this must be zero for all E. At
zero frequency the real part of ¢ must again reduce to
the original tensor for static fields and the imaginary
part must again vanish. The relation (26) then reduces
again to (25).

The Onsager relations

The conclusion that the permittivity tensor & must
satisfy the relation (26) is based on the assumption that
the medium is lossless. It can be shown in quite a
different way that certain relations must in any case
exist between the elements of &, whether there are
losses or not. However, other factors then have to be
taken into account, e.g. whether or not the medium is
subjected to a magnetic field Ho. If this is the case (and
if this is the only other factor involved), then

exi(— Ho) = eu(Ho).

These are the well known Onsager relations 12} applied
to e. Thus, if there is no magnetic field, & is symmetric,
whether there are losses or not. Only if &g, is real does
(27) reduce to (26) when Ho = 0.

The Onsager relations are applicable to the coef-
ficients of many kinds of linear relationships in physics
and engineering and are of a fundamental nature. They
are based on the reversibility (in time) of micro-
processes. They are valid only for coefficients relating
variables that are conjugated in a prescribed manner.
The derivation of the Onsager relations cannot be
dealt with here.

@7

Reversibility in a system of particles implies that all the
particles would retrace their paths exactly if at a given moment
all the velocities were reversed. All external influences that are
antisymmetric in time must then also be reversed, for example
electric currents and magnetic fields (which can always be
considered as deriving from currents). The only influence of this
kind mentioned in the foregoing was an applied magnetic field.

1i2]1 See H. B. G. Casimir, Rev. mod. Phys. 17, 343, 1945,
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Faraday rotation

On the basis of the symmetry relations we shall now
set up a very simple e-tensor with which the rotation of
the plane of polarization in a constant magnetic field
(Faraday rotation) can be formally described. The
question of how the form of the tensor depends on the
structure of the medium will not be discussed.

Restricting ourselves to lossless media, we resolve e,
element for element, into real and imaginary parts.
From (26) the real part is symmetric, the imaginary
part antisymmetric. We can therefore write:

€ = &5 + jea,

where g5 is symmetric, &, is antisymmetric, and both
are real.

Next, by a suitable rotation of coordinates, we re-
duce the e-tensor to diagonal form. It can be shown
that this is always possible for a real and symmetric
matrix. g, then remains antisymmetric and real so that
¢ takes the form:

€51 0 0 0 €33 €a?2
e=|0 g2 O +jl—es O &1 |.
0 0 £s3 —&gz —€1 O

In our previously considered isotropic case (free space)
all the e¢’s would be equal and all the &,’s would be zero.
One of the simplest deviations from isotropy — all the
€a’s zero but one of the &’s different from the other
two — has also been discussed: this was the case of
the uniaxial crystal (see 20) and it leads, as we have
seen, to double refraction. If we now take all the &’s
equal but make one of the &’s not zero:

&g j€a 0
e = —j€a, &g 0 N (28) ;
0 0 &s »

we have the tensor with which the Faraday rotation can
be described. We note, first of all, that according to the
Onsager relations, &, in (28) can be non-zero only if a
constant magnetic field Hy is present: for we must have
ea(Ho) = —ea(—Hp). In the coordinate system x,y,z in
which (28) is valid, the z-axis differs from the x- and
y-axes: this must therefore be the direction of the mag-
netic field. The simplest case in which (27) is satisfied is
that with &, proportional to H., so that its sign reverses
if the field H; is reversed. If the frequency goes to zero
(25) must again be satisfied and so & must become
Zero.

Next we show that (28) leads to a rotation of the
plane of polarization. For a wave propagating along
the z-axis, Maxwell’s equations, with B = uH, J = 0,
u # 0and w # 0, lead again to the equations (21). The
waves are thus purely transverse; from (21), D, and H,
are zero and (28) then shows that this is also the case

WAVES

321

for E,. Combining (21) and (28) we find for the trans-
verse components of E and H:

wesEy — kHy +jweEy =0, @)
kEy —wuHy =0,
(29)
—jweaFy + wesky + kHy =0, ) )
kEy +ouHz = 0. 3

The terms are arranged in the same way as in (17a,b).
The &, term now, however, couples the pair of equa-
tions (a) and (b), so that independent linearly polarized
E,,Hy-waves and Ey, H,-waves are no.longer possible.
From (29) we find as dispersion relation:

1 k2

1)_2— = — =,u(3s + 8a)-

—~ (30)

We see here again what we already knew: propagation
of undamped waves is possible only for real & and
real &;. Eliminating Hy from (29) and using (30) leads
to:

E:v = :l:JEy (31)

We thus find a left-handed and a right-handed cir-
cularly polarized wave with different velocities. For a
small difference in velocity (IE&I < &g), these waves, if
of equal amplitude, can be combined to give a plane-
polarized wave with a slowly rotating plane of polari-
zation.

The plane of polarization forms a helix whose sense
is the same as that of the circularly polarized wave with
the smallest pitch, i.e. the slower of the two waves, that
having the shorter wavelength. If the magnetic field
has a polarity such that &, is positive, then the slower
wave corresponds to the upper sign in (30) and in (31)
and is thus left-handed if it travels in the --z-direction
and right-handed if it travels in the —z-direction
(optical convention, see (19) and the accompanying
text); for negative &5 (reversed polarity of magnetic
field) the reverse is true. For a given polarity of the
magnetic field, the sense of polarization of the slower
wave, and consequently the sense of rotation of the
plane of polarization (optical convention) is thus
opposite for waves propagated in opposite directions;
also, for both cases, the rotation reverses its sense when
the magnetic field is reversed.

The situation is thus essentially different from that
with natural optical activity, e.g. in quartz or in sugar
solutions, where the sense of rotation (optical con-
vention) is the same in both directions. The above de-
scription is therefore not applicable to natural optical
activity. This follows, too, from the Onsager relation
for the field-free case: sz = 15, which is inconsistent
with (28). _ .

Returning to the magnetic rotation, the situation is
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drastically changed if |sa| becomes larger than es.
From (30) it then follows that for real w there is one
real k and one imaginary k. Only one wave is therefore
propagated ; the other is cut off. Both are still circularly
polarized. This is the situation that obtains for helicon
waves as we shall see presently.

Electrdmagnetic waves in conducting media

Conductors obviously cannot support undamped
waves; the field E and the consequent currents J give
rise to losses. However, the losses may be small if J
differs in phase from E by about 90°. Some examples
of both strongly attenuated waves and almost un-
attenuated waves in conductors will now be discussed.

We assume that the current is carried by free elec-
trons in a crystal lattice, and also that the material has
no pronounced magnetic or dielectric properties; for
convenience we put B = u1H and D = g E, and as-
sume that the p;’s and the &;’s are little different from
1o and go. The cardinal question is now: what is the
relation between J and E? In ‘normal’ circumstances
in conductors we have:

J = oE, (32)

where o is a constant of the material, the conductivity.
Equation (32) can also be used under less normal cir-
cumstances, for example at very high frequencies, but
then ¢ is a complex quantity, possibly frequency-de-
pendent. Provided (32) is applicable, in one way or the
other, a simple procedure enables us to make use of
the results of previous calculations. Substitution of
,ulH; &1E and oE for B, D and J respectively in (7)
and (8) yields: :

curl H = (jwer + 0)E,
curl E = —jowuiH,

and these equations are equivalent to (16) if we
replace ¢ in (16) by cetr, an effective dielectric constant:

(33)

We note here that eer could assume the value zero if
the two terms should compensate each other. In that
case the dispersion relation we =0 for longitudinal
electric waves would be satisfied (see 17c); we shall see
later.that such waves are indeed possible. First, how-
ever, we shall give some examples in which ez is still
non-zero and the waves still transverse (17 a,b).

In metals, the term &; in (33) can be neglected up to
very high frequencies, so that eerr is given by

cett = €1 + ofjo.

gett = Ofjw. 34)

This can be seen from the fact that, while the permit-
tivity of the material &1 is at most a few orders of
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magnitude larger than &g (8.855% 10-12 F/m), the value
of o/w at room temperature in copper (for example)
has even at microwave frequencies a value of 10-2 F/m
(0 ~ 108 Q-1m-1, @ =~ 1010 5-1),

The skin effect

Let us consider a metal of conductivity oo. Following
the simple procedure mentioned above, we replace &g
in (18) by the eerr of (34), putting o = 0o, and we put
o = p1. We then get the dispersion relation for trans-
verse waves in a metal:

(35)

k% w? = paoofjw
or
k = (1 —j)fwu0o/2.

For real w, (36) represents strongly attenuated travelling
waves of the type shown in fig. 3b; in particular the
real and imaginary parts of k are equal in magnitude.
This implies a wave of the type shown in fig. 8. Such
waves can exist only in the neighbourhood of the
surface of a metal. They propagate inwards from the
surface and die out within a small distance, the
penetration depth or skin depth. At high frequencies the
skin depth is very small.

The above is a description of the skin effect at high
frequencies (or in very thick wires). An a.c. current
through a conducting wire is not distributed uni-
formly over the whole cross-section of the wire as is
a direct current: the amplitude and phase of the
current density are functions of distance from the
surface and at high frequencies the current is confined
to a thin layer under the surface. To discover the
distribution of the current and its magnetic field (see
inset, fig. 8) it is only necessary to consider a layer of
thickness equal to a few times the penetration depth.
If the penetration depth is small compared to the wire
diameter, the surface can be considered as flat and in
this case the current and field distribution can be cal-
culated from (36), and the result is that shown in fig. 8.

For the values used above, ¢ = 108 Q-1m-1,
w = 1019 s-1 and u1 = o = 47X 10-7 H/m, the clas-
sical skin depth 6x = ki1 = }/2[wu10p is only 1 pm.

The intrinsic impedance Egz/H, of the metal for a
transverse wave is found from (17a) and (36):

EifHy = wprfk = % (1 + j) Yowp/200.

Because the value of og/w is so very much larger than
€0, the modulus of E./Hy is many orders of magnitude
less than }/uofeo, the intrinsic impedance of free
space. This implies a virtually complete mismatch be-
tween free space and metal. For this reason an electro-
magnetic wave in space incident on a metal surface is
almost completely reflected (see p. 341/42).

(36)
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Fig. 8. Electromagnetic wave in a metal according to the disper-
sion relation (36) for real w: the waveform at a given instant
(solid curve), a quarter of a period later (dashed curve) and the
amplitude of the wave as a function of z (dotted curve). The
curves represent the functions exp(—a) cos «, exp(—«) sin « and
exp(—o) respectively, where o = z/0x and 0x = V(2/wu100) is the
classical skin depth. The vertical scale represents a wave variable
in arbitrary units, e.g. the current density J;; or the magnetic field.
Hy. (The field Hy has a quarter of a period phase lag with respect
to Jz, as follows from (7) with D = 0 and k = (1 — j)/dx.) The
inset diagram gives the relative directions of J, H and k in a
cylindrical wire carrying a high-frequency current. The plane-
wave solution discussed is of course only valid here if dz is much
smaller than the wire diameter.

Helicon waves

In a conductor with a high concentration of high-
mobility electrons (e.g. a pure metal at low tempera-
ture) situated in a strong magnetic field, circularly
polarized waves can propagate in the direction of the
magnetic field. Under certain circumstances, these
waves are practically unattenuated and propagate at
an extremely low velocity. These waves are the helicon
waves noted earlier. Their existence was predicted
theoretically [13]in 1960 and in 1961 they were demon-
strated experimentally [14]. There is a certain kinship
with the Hall effect: as in that case, the current and
electric field are not parallel — indeed, if the magnetic
field and the mobility of the charge carriers are large
enough, current and field may be almost perpendicular
to one another.
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It follows from this that J and E are no longer linked
by a scalar relation such as (32), but by a tensor
relation. Table I shows how in the normal situation, in
the absence of a magnetic field, the usual scalar relation
J = ooE is obtained. The equation (I.1) in the table
expresses the fact that the conduction electrons (charge
—g, mass m, concentration n) are accelerated by the
field but also — because of collisions — are subject to
an averaged frictional force; vq is the resulting mean
drift velocity of the electrons. The ‘coefficient of fric-
tion’ is the reciprocal of the relaxation time 7 approx-
imately equal to the mean time between collisions.
When the left-hand side is neglected — justifiable if the
frequency is not too high — then making use of (1.3),
(I.4) and (I.6) we find the usual relation (I.5); e is
the ‘mobility’ of the electrons. ‘

In order to include the effect of a static magnetic

Table I. Summary of the theory of conduction in metals (Drude)
at low frequencies (‘w = 0’) and in the absence of a magnetic
field. m mass of charge carriers, n their concentration, »q drift
velocity, T relaxation time. The formulae are written for negative
charge carriers (electrons) of charge —g. For positive charge
carriers of charge +g, the signs in 1.2 and 1.4 and the'sign of gE
in I.1 would be reversed; with this convention, g, u and g are
thus always positive. For further explanation, see text.

mvg = — gE —mvg/r  (L.1)
w=0
Vo = — pekE (L2)
o = + qeim 3| |7=—rava @4
l I
Y
J=oE 1.5)

60 = -+ nque = ng’tfm (1.6)

field, a term representing the Lorentz force has to be
added to the right-hand side of (I.1):

(37

By is the static magnetic flux density. We shall presently
study waves that propagate in the direction of By, or
in the opposite direction, and we therefore choose a
coordinate system with the z-axis in this direction
(Boz = Boy = 0, Boz = =+ By). If the vector equation
(37) is written out as three equations for the com-
ponents of E and wq, we find (because Boz = Boy = 0)

mvq = —qE — qva X By — mva/v. .

(13} Q. V. Konstantinov and V. 1. Perel’, Sov. Phys. JETP 11,
117, 1960.
P. ‘Aigrain, Proc. Int. Conf. on Semiconductor Physics,
Prague 1960, p. 224. -

141 R. Bowers, C. Legendy and F. Rose, Phys. Rev. Letters 7,
339, 1961. ' :
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two equations in the transverse components vz, bdy,
E, and E, in which the magnetic field appears, and
one equation in vg, and E; which is independent of the
other two and in which the magnetic field does not
occur. The equation in vq, and E; is of no interest to us
and will not be treated further. Neglecting the left-
hand side again and making use of (I.3) then for the
transverse components, instead of (I.2) we find:

Vdz = —ﬂeEx —_— ﬂ'vdy, (38)
vay = —peEy + Pras,
where
B = peBoz. (39

Equatibns (38) and (I.4) and Maxwell’s equations lead
to fhe wave phenomena called helicon waves. Before
going further we should note that the quantity S
— which for electrons is the opposite of the Hall ratio
(see fig. 9) — is a kind of quality factor: only for
|/3| > 1 are the electric field and the drift velocity (i.e.
current) nearly perpendicular to one another, the
condition for virtually unattenuated helicon waves. It
can be seen that this condition is only satisfied in
quite extreme circumstances: for example, in a field
By=1T=1Vs/m2= 10000 gauss, we must have
ue > 1 m?/Vs, whereas in copper at room temperature
Ue is only about 6 x 10-3 m?/Vs. Indeed, the first helicon
experiment 4] was done with exceptionally pure so-
dium at 4K: 8 was ~ 40 for By = 1T, so that
He A~ 40 m?/Vs,

Solving (38) for vaz and vqy and using (1.4) yields a
tensor relation between J and E instead of (1.5):

J = oE,

where the tensor o is given by:

x
K
- £ ®5
—arctan(-/3)
E, 4
N

Fig. 9. Hall effect. The quantity 8 (eq. 39) for electrons is equal
but opposite to the tangent of*the Hall angle, i.e. the angle be-
tween the direction of the electric field and the current. This can
be seen directly by putting vay = 0 in (38), i.e. by choosing the
x-axis in the direction of the current. Equation (38) then gives
Ey/E; = —f. In the diagram By is directed along the positive
z-axis (into the paper); Bo: and f are thus positive, while Ey/Ez
is negative. ’
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o9 is the conductivity (I.6) when there is no static mag-
netic field. .

The dispersion relation for helicon waves propagating
along the z-axis can now be easily derived because of
the following. '

1) We consider good conductors for which we may
write gerr = ofjow.
2) The e-tensor that then follows from (40):

Eeff s

Eeff = .
—JEeif a

jseffa.)_ g9 _( 1 —>
getts)  jo(l+p)\+B 1)
41

has the same form as the transverse part of (28),
although gest s = gofjw(l + B2) is no longer real for
real w (whereas eesr o = foo/w(l + B2) is still real).
3) The calculation based on (28) and using (29) which
leads to (30) and (31) is straightforward and is there-
fore also applicable for & and &, not real.

Application of (30), with g = ua, therefore yields
the required dispersion relation. The result is:

Al 7Y

#1070

(42)

The tensor (41) satisfies the Onsager relations (B
changes sign with Bg,) but no longer represents lossless
propagation, as was to be expected, because get s is no
longer real. The medium is however virtually lossless
when |/3| > 1 because the real quantity gerrq in (41)
then dominates the imaginary quantity eesrs. In this
situation (Iﬁl > 1) the properties of helicon waves are
most clearly manifested. The term j in (42) can then be

-neglected and we find, using (I.6) and (39):

B()zk2

w = .
pang

(43)

For real w we find a real k, which means travelling
waves, for the upper sign (4-) if By, is positive. This
corresponds to the upper sign in (31), i.e. to waves in
which the vectors rotate clockwise as seen by an observ-
er looking in the -+z-direction. This is true for waves
propagating in both directions along the z-axis (k > 0
and k < 0); see fig. 10. The sense of rotation using the
optical convention (see p. 318) is thus, as in Faraday
rotation, opposite for waves in the two directions, and
reverses if the magnetic field is reversed. For positive
Boz the waves in which the vectors rotate anticlockwise
(for an observer looking in the 4z direction) have
imaginary k and are thus cut off. The whole of the
discussion above has been based on the assumption
that the charge carriers are eléctrons; if the conduction
were to take place via holes, the senses of rotation
would all be reversed.
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tion of these quantities by conventional methods
usually requires difficult precision measurements of
very small resistances and voltages between accurately
located contacts. Helicon measurements are made
without contacts on the sample.

_
| \/\/\,Av‘
|AAAA

LA

MAI\AVA-
L

- 05s |

Fig. 12. Voltages induced by helicon waves, after R. Bowers,
C. Legendy and F. Rose 141, The diagrams show the voltages
across the secondary coil (see fig. 11) as a function of time, after
interruption of the primary current, with the sample in a magnetic
field of strength (from top to bottom) 0 Oe, 3600 Oe, 7200 Oe
and 10 800 Oe. (In this first helicon experiment, the sample was
not of plate form as in fig. 11 but a cylinder of diameter 4 mm,
and the coils were not crossed.)

Two complications that can arise with helicon waves should
be mentioned. These do not come within the framework of
purely Jocal relations, characterized by effective &’s and g’s to
which we have previously confined ourselves (see p. 320).

Firstly, there is the absorption arising from Doppler-shifted
cyclotron resonance. The electrons responsible for conduction
move in all directions through the metal at a high velocity, the
Fermi velocity vr (not to be confused with the drift velocity wvd).
An electron with a Fermi velocity in the direction of the helicon
wave runs through the wavefronts and is thus subject to an
alternating field of frequency kvr (the velocity of the slow helicon
wave is neglected here). If kvr is equal to we, the electron under-
goes cyclotron resonance and so absorbs energy from the wave
and attenuates it. If kvp is greater than w. then there are some
electrons moving obliquely to the wave which come into reso-
nance. For a given Bo, there is thus an absorption edge at
k = wefvr. Measurement of this absorption edge in single crys-
tals for various direction of Bo with respect to the crystal axes
yields data on the anisotropy of the Fermi velocity and hence
information about the shape of the Fermi surface [171,
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Secondly, there is the question of ‘open cyclotron orbits’. In
a metal with a simple Fermi surface (e.g. an alkali metal) in a
magnetic field, the momentum vector of an electron describes a
closed orbit on the Fermi surface. In metals such as copper, silver
and gold, however, the Fermi surface is so anisotropic that in
certain directions the cyclotron orbits are ‘open’. Because of this
the helicon waves may be plane-polarized and strongly attenuat-
ed. This effect is also used for the study of the Fermi surface 181,

Reflection and transmission of optical waves in metals

We shall now leave situations involving magnetic
fields to enquire what happens when the frequency of
an electromagnetic wave is raised to the optical region.
Important changes occur in the skin effect, primarily
because the term mwq in (I.1) can no longer be neglected.
Instead of (1.5), with Vg = jovg we find:

J = soEl(l + jor).

Neglecting mwq in (I.1) is clearly justified only when
wt < 1. Let us now assume that the frequency is so
high that wt > 1; there is then an effective conductivity

gett = OofjoT = —jngdimw, 45)

which is purely imaginary so that there are no losses
(J and E differ in phase by 90°). Substituting (45) for
g9 in (35) gives the dispersion relation:

k2 = —ung¥m. (46)

Since k is imaginary, the waves are evanescent (fig. 3c,
for real w). As with the classical skin effect, these
‘waves’ are restricted to a thin layer at the surface of
the metal. When electromagnetic waves are incident
on such a surface, it follows that no power can be
transmitted through the metal and there are also no
losses; the waves are reflected completely. The shiny
appearance of most metals is explained in this manner.

At still higher frequencies the term &; in (33) can no
longer be neglected. This means that we have an
additional term e1p1w?2 in (46):

k? = eynw? — pang®m = eipa(w? — wp?),

where

wp = |/ng?exm 47)

is called the plasma frequency. This is a critical fre-
quency: for w < wy, k is imaginary so that the waves
are evanescent; for @ > wy, k is real so that the waves
are propagated through the metal. In the first case
there is complete reflection at the surface; in the second
case there is partial reflection and partial transmission,
dependent on the ratio of the intrinsic impedances of
metal and free space (see Part III of this article). This
impedance ratio passes through the value unity in the
transition region, around the plasma frequency, and
this implies zero reflection and 1009 transmission.
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For most metals wp lies in the ultraviolet. With
n=6x1028m-3, g = g, and the usual values for
the electronic charge ¢ and mass m, we find
wp ~ 1.4x 1018 s-1 which corresponds to a free-space
wavelength of 140 nm. In this way the transparency of
alkali metals in the ultraviolet region can be under-
stood (18,

Longitudinal electric waves in conducting media

Introduction of an effective dielectric constant
cert = €1 + ofjow allowed us to make use of (16) for
the problem of electromagnetic waves in conductors.
For plane waves propagated in the z-direction we
arrived at (17) and it was noted that longitudinal elec-
tric waves would be possible if eerr were to be zero. It
can in fact be seen from (17) that if

geri = €1 + ofjw =0, (48)

then all components of E and H in (17) must be zero
except E. (It follows directly from (8) that all magnetic
components must be absent in a wave with a longi-
tudinal electric field, since longitudinal vectors all have
zero curl). Now & and ¢ themselves are not zero in
(48), so that not only E but also D and J have lon-
gitudinal components. Since we also have d, 5 0 it
follows that the divergences of D and J (0.D. and
d2Jz), and hence ge and ge (see (10) and (11)), are
neither of them zero. These waves are thus characterized
by fluctuations in charge density: the electrons bunch
together and disperse again. This is different from the
case of purely transverse waves, where the charge den-
sity is everywhere zero (local electroneutrality): the
divergence of a transverse vector is zero.

In what circumstances is the dispersion relation (48)
satisfied? For real conductivity, o = gy, we have for
the first time the situation that w cannot be real; w
must be purely imaginary, @ = jog/e1, and k is com-
pletely arbitrary. Any charge distribution ge(z) with
its corresponding field therefore dies away exponent-
ially (see fig. 3g, 4, j). The characteristic time for this
process is 7, = wi~t = €1/00, the dielectric relaxation
time. For metals 7, has no physical significance:
e1/o0 ~ 10-11/108 = 10-19s and, for processes taking
place in such a short time, the assumption that ¢ equals
oo is certainly incorrect. Certainly at radio frequencies
we can conclude that there is always local electro-
neutrality in metals. In semiconductors, however,
local space-charge variations do play a:role and 7, is
an important quantity as we shall see presently.

In media and under circumstances where wz > 1
(e.g. in metals at optical frequencies) the conductivity is
purely imaginary, as we saw earlier (see 45). Lon-
gitudinal waves-of feal frequency are then possible, for
substitution of (45) in (48) gives:
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€1 — ng?fmw? = 0,
so that

w = wp = |/ng?leym.

We see that the plasma frequency (47) is not only the
critical frequency for the propagation of transverse
waves but it is also the frequency at which longitudinal
waves can exist, if wz > 1. As with dielectric relaxation,
k is arbitrary. Such waves do not transfer energy: the
Poynting vector § = E X H is zero because there are no
magnetic fields.

The plasma frequency is a quantity continually encountered
in ‘plasma physics’, which is the basic discipline for a number of
quite diverse subjects such as travelling-wave amplifiers, astro-
physics and controlled nuclear fusion. A plasma is a medium
whose behaviour depends primarily on the charge and mass of
the charge carriers and in which collisions play only a minor role.
(Helicon waves are thus waves in a plasma.) The term was in-
troduced in the twenties by Irving Langmuir, in connection with
his investigations into gas discharges, to describe a dilute,
strongly ionized but electrically neutral gas [20). In this work
Langmuir discovered that, surprisingly, electrons injected into
the plasma rapidly came into thermal equilibrium with the
plasma in spite of the very long mean free path. High frequency
oscillations of the plasma would explain this. Such plasma
oscillations had in fact been observed earlier by F. M. Pen-
ning [21], The frequency found by Penning was 108 to 10° Hz,
corresponding to wavelengths of several decimetres. From (47)
this would imply an electron density of the order of 1017 m=3,
which is indeed typical for low-pressure gas discharges such as
those used by Penning.

Summarizing we can say that local space-charge
fluctuations die away exponentially in a time 71, if
electron collisions play the dominant role (¢ = oy), or
oscillate at the frequency wy if collisions can be neglect-
ed (w7 > 1). For charge variations that are very steep
(large k) it is necessary to take into account a phenom-
enon that has not yet been discussed in this article,
and which is of a non-electromagnetic nature: the
diffusion of the electrons from regions of high concen-
tration to regions of low concentration. We shall now
look into this, but only for the case of low frequencies.
The extra electron current due to diffusion is
—Dy, grad n (Dy = diffusion constant). The concentra-
tion » has a gradient only because of deviations from
the equilibrium concentration np and the net local
charge density corresponds exactly to these deviations
ge = —q (n—ng), so that grad n = grad (n — np) =

(171 E. A. Stern, Phys. Rev. Letters 10, 91, 1963.
M. T. Taylor, Phys. Rev. 137, A 1145, 1965.

(18] S. J. Buchsbaum and P. A. Wolff, Phys. Rev. Letters 15,
406, 1965.
C. C. Grimes, G. Adams and P. H. Schmidt, Phys. Rev.
Letters 15, 409, 1965.
See also the article by Fawcett [161

(191 R. W. Wood, Phys. Rev. 44, 353, 1933.
C. Zener, Nature 132, 968, 1933,

(201 ¥, Langmuir, Proc. Nat. Acad. Sci. 14, 627, 1928.

213" F. M. Penning, Nature 118, 301, 1926, and Phy51ca6 241,
1926.
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= —g~1grad ge. The total electric current density there-
fore becomes:

J = 09E — Dn grad ge. (49)

For plane longitudinal waves this can easily be reduced
to the form (32). With (grad ge): = —Jer and
Qe = szz = '—JkEIEz, we ﬁnd

= (O‘o + k2 81Dn)Ez.

The factor in the bracket is again an effective conduc-
tivity. Together with (48) it leads to the following
improved dispersion relation for longitudinal waves:

jwer + oo + k2g1Dq = 0. (50)

For waves of infinite wavelength (k — 0), we find again
the relaxation behaviour discussed above; from (50)
we find — as was to be expected — that for shorter,
steeper waves (steeper charge variations) the relaxation
is more rapid.

We now consider infinitely slow waves (w —0)
instead of infinitely long wavelengths. From (50) we
find that these are exponential charge distributions
having the characteristic length k;-! = }/&1Dn/oo =
=/Du,. This is the Debye-Hiickel length Ap. A surface
inside a conductor covered with a uniform charge is
screened by a layer in which the charge density at the
distance Ap has fallen off by a factor e.

In the Debye and Hiickel theory [221 of the conduction of
electrolytes the quantities 7o and Ap both play a role. Generally
speaking, a positive ion is surrounded by a cloud of negative ions
of radius Ap; the positive ion experiences a frictional force,
because relaxation causes the cloud to lag behind the positive
ion when this moves.

In (50) we first neglected the third term and then we neglected
the first term. Suppose we now neglect the second term (oo — 0):
€1 then also disappears from the equation and all purely electric
variables have vanished. With wi™ = tp, and k! = Lp,
(50) reduces to the familiar relation common to diffusion
Lp = VDp.

problems,

Elastic waves

Elastic waves in solids can be of a very complex
nature. We shall introduce only a few elementary
elastic waves here, but in passing we shail see how
complications can easily arise. Later on we shall con-
sider coupling between the waves introduced here and
electromagnetic waves, and we shall then see that this
can give rise to some remarkable effects in piezo-
electrics.

We shall find in this section the well known result
that the wave velocity (the velocity of sound) is highest
in rigid and light substances. More specifically, in sub-
stances with a high resistance to pressure and tension
but not to shear, longitudinal waves are fast but trans-
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verse waves are slow; in those with a high resistance to
shear as well, transverse waves are also fast. In most
substances the velocities of longitudinal and transverse
waves do not differ greatly. Gelatine is an example in
which transverse waves are much slower than longitu-
dinal waves.

In elastic waves we are concerned with non-uniform
displacements of volume elements, i.e. deformation of -
the material; this implies internal mechanical stresses
in the material which, in turn, react on the displace-
ments. The linear equations (algebraic and differential)
between these quantities again define the wave problem,

Displacements, strains and stresses

Starting with the displacement u of each point of the
material from its equilibrium position x,y,z, in which
u is thus a function of x, y and z, the six strain com-
ponents Sy, Sg, . . . Ss are defined as follows:

S1 = Szz = Ogliz, S4 = Syz = dyuz + Ozty,
So = Syy = dyuty, S5 = Szz = Ozuy + Ozttz, (51)
S3 = Sze = bzuz, Sg = Sxy = bzl«ly -+ byu,;.

There is deformation of the medium only if the dis-
placement u is a function of the coordinates; if it is not,
either there has been no displacement (# = 0) or the
medium has been displaced as a whole (# % 0). The
strain components are therefore derivatives of u. Si,
Sz and Sy give the extensions in the x-, y- and z-direc-
tions (fig. 13a) and S, Ss and Sg give the shear
(fig. 13b); the latter consist of combinations of the
derivatives such as dyu, 4 d.uy because dyu; 7 0 alone
does not necessarily imply deformation as is explained
in fig. 13.

The internal stress is the force per unit area exerted
by material on one side of a given internal plane on
material on the other side. In tension or compression
the force is directed normally to the plane, in shear
tangentially (fig. /14). We can therefore expect nine
stress components Txg, Tzy, - . - Tzz; the first suffix
indicates the direction of the force and the second the
normal to the plane considered. The net couple on
each volume element must be zero, which reduces the
number of components to six (because Tyz = Ty,
Toz = Tuz, Tuy = Tyz); this is explained in fig. 15.
There remain the six stress components:

T1=Txx, T4=Tyz=sz,
T2=Tyy, T5=Tza: =sz,
T3 = Tz, = T:cy = Tyz.

In equilibrium the net force on each volume element
must also be zero which means that the stress field is

1221 P, Debye and E. Hiickel, Phys. Z. 24, 305, 1923.
L. Onsager, Phys. Z. 27, 388, 1926.
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homogeneous ( fig. 15). We shall return
(p. 330).

Provided the strains are small, they are linearly
related to the stresses (Hooke’s law):

Ty = 2 criSi kil=1,2,...6).
!

to this later

(32)

The 36 coefficients cx; are called the elastic moduli (or
stiffness constants). As in the derivation of (25) (and
assuming that any changes in S and T are so slow that
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terial. Clearly complications can arise all too easily.
Crystal symmetries, however, restrict the number of
independent constants and with a favourable choice of
coordinate system this restriction becomes apparent
through the appearance of many zeros and many equal-
valued constants. In particular, isotropic material has
only two independent constants; the array of constants
then has the following form:

the cx; remain real) it can be shown that the elastic S1 Sz Sz Si S; Sg
moduli are symmetric (cz; = cix) if no mechanical T o o o
energy is transformed into other forms of energy. (The 1 ‘. Gz G2 o 0
work done on the medium per unit volume in the Tz €1z ¢ C12 8 o o s
elastic case is 2T%dSy. This is explained in fig. I6). Ts 662 682 cél o 0 (53a)
In the case of greatest anistropy (triclinic crystal) we T o 0 o 684 0
still need however 6 + X (36 —6) = 21 different Ts C44
constants to describe the elastic properties of the ma- Ts 0 0 0 0 0 cu
y z
U, I~ Ub(,
r= hate | 7 7 7 T~
1 1 / / ~l
! ! / / / 02‘41\ / 7
| ("IIX / g ~. | 7
u, | X / / 4 / / 57 Y
:X I' // /I / L\ // // {
! I / / / ~ /
] d L L L 4
uy ]
. a b c
Fig.13. Various types of deformation: a) extension, b) shear. In (a) a volume element is
extended in the x-direction; dzu; is positive. A negative 01z means a compression in the
x-direction. By definition Ozuz is the first deformation component Szz = S1. In (b) layers
perpendicular to the z-axis are displaced with respect to each other in the y-direction; d.uy is
positive. A positive or a negative value of d.uy does not always imply deformation, however:
in (¢), where a volume element has been rotated without deformation, d.uy is also positive.
But 0yu; is equally large and of opposite sign. If the sum dyuz + Ozuy is not zero, the element
does undergo deformation. This is the deformation component Sy = Ss4. Analogously,
S = Syy, S3 = Sz; and S5 = Szz, Se = Szy.
Y Y y
Tbc,) Tx
T
Tyx o
Tl Tubt), ;
X1 % &y
X 7;’X(X7) -;’X
Tex !

Tex
b4

Fig. 14. Tensile stress and shear stress. The material on the +x
side of an elementary area perpendicular to the x-axis exercises
a force on the material on the —x side. The stress components
Tzz, Tyz and Ty are by definition the x-, y- and z-components
respectively of that force per unit area of the elementary area.
Tz is a tensile stress (Tzz > 0) or a compression stress (Tzz < 0).
Tyz and Tz are shear stresses. The stress components Tzy, Tyy,
T2y, Tzz, Tyz and Tz are defined analogously. See also fig. 15.

a - b

Fig. 15. a) In equilibrium the net force on a volume element is
zero. Since the force per unit area exerted on the volume element
on its face that faces left (or down or backwards) is equal but
opposite to the stress there, we have Tzz(x2) is equal to Tz(x1),
Tya(x2), to Tyz(x1), etc; in other words the stress field is uniform.
b) The uniform stress field Ty exerts a couple on the volume
element. In equilibrium, this must be balanced by the opposite
couple resulting from Tzy. It follows that Tzy = Ty, and equally,
Tyz = Tzy, Tex = Tzz. There are thus six independent stress
components: Ty = Tzz, T2 = Tyy, Ts = Tz, Ta = Tyz, Ts = Tz,
Te = Tzy. o :
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where ¢11, c12 and cyq are related as follows:

c11 = C12 + 2c¢aa. (53b)

One or two comments will serve to illustrate the
significance of the constants ci11, c12 and caq in the

01 2
AU
AyAz — X
! Txdydz
i ’
—=uf1)
a —=U,(2)
0r2 012
T4yAz E Vi TAyAz
: b
b % %+dx

Fig. 16. Tensile stress and strain are assumed to be present here
only in the x-direction. a) The work done on the material to the
left of the element of area AyAz, when it is deformed from the
state I (dashed) to the state 2 (dotted) is:

TzzAyAz(12(2) — ux(1)) = ThduzdyAz.
Solid line: the undeformed state (0).
b) The work performed on the volume element AxAyAz is:
Ti(duz(x + Ax) — duz(x))AyAz =
= T d(uz(x + Ax) — w(x))AyAz =
= T1d($1Ax)AyAz = T1 dS1(AxAyAz).
The work done per unit volume is thus 71dS1. For the general
case it can be shown that the work per unit volume is Z7xdS%.

Y X X!

\
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Fig. 17. A stress field (above) and the resulting strain (below) are
described as shear stresses T and shears Sg in the x,y coordinate
system. In the x’,y” system the same stresses and strains are de-
scribed as a tension T1 and a compression T2 resulting in an
extension S1 and a contraction Se.
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isotropic case. If ¢11 and é12 are non-zero and positive,
a tensile stress 77 implies not only an extension in the
x-direction but also a lateral contraction: when
Ts = T3 = 0, and S7 is positive, it follows from (53a)
that Sp == S3 < 0. That the shear modulus (or modulus
of rigidity) cas must be closely related to c11 and cs is
illustrated in fig. 17. It is shown there that the shear re-
sulting from a shear stress (c44) in one coordinate sys-
tem is equivalent to an extension and a lateral contrac-
tion resulting from the combination of a tension and a
lateral pressure (c11, c12) in an other coordinate sys-
tem; and because of the isotropy, the constants must
be independent of the coordinate system chosen.
Finally, if c44 is zero (zero rigidity), c11 = ci12 so that
T = T2 = T3 = cua(S1 + Sz + S3). It is easily shown
that for any deformation, the relative change in volume
AV]V is given by S1 + S2 + S3. Thus caa = 0 implies
that when a deformation takes place involving no
change of volume no stresses are set up. This is the
situation with fluids (gases and liquids). In this sense
gelatine and rubber are ‘near-liquids’ because caq is
small, and very much smaller than ¢11 and cj2.
Finally we must consider the dynamic influence of
the stresses 7" on the displacements u. If the stress field
is non-uniform, the volume elements undergo a net
force which accelerates them. The net force in the x-
direction on a volume element dxdydz is (see fig. 18):
(02 Tzzdx)dydz + (QyTzydy)dzdx 4+ (0. z.dz)dxdy. This
force is equal to the product of the mass gmdxdydz
and the acceleration d;2uz in the x-direction (om is the
density). In this way we find the equations of motion:

ax

(Ty#8, Ty dyldxdz

Txdydz

dy (Ex+axEde/dde

Eyﬁdz

Fig. 18. Forces in the x-direction on a volume element in a non-
uniform stress field. Besides the forces acting on the faces per-
pendicular to the x- and y-axes there are analogous forces on the
z-faces.

omduy = 20Ty (kI=x,9,2. (59
1

The six defining equations for the strain (51), the six
Hooke equations (52) and the three equations of mo-
tion (54) give altogether 15 linear homogeneous equa-
tions for the 15 variables u1, ug, us, S1, . .. Se, T3, . . .
Ts, thus describing fully the wave phenomena. Of the
possible solutions of these equations, we shall consider

only two simple cases.
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Transverse waves in isotropic materials

For transverse waves in an isotropic medium (see
53), propagating in the +z-direction (0; =3y =0,
0; = —jk, 0; = jw) and with displacements only in the
x-direction (uy = u, = 0), many of the 15 variables are
zero. There remain:

(51) = Ss
52) = Ts = €445,
(54) — —Qmwzux = _jkTS,

’ = —jkl«lx,

(55)

from which the dispersion relation follows immediately:
w?/k? = cq4f/om. (56)

The waves are thus dispersionless; at all frequencies the
velocity of propagation is vst = }/caa/om.

Longitudinal waves in isotropic materials

For longitudinal waves in an isotropic medium prop-
agating in the +z-direction (uz = uy = 0,0, =0y =0,
d; = —jk, 0y = jw), (51), (52) and (54) reduce to:
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51— S3 = —jkuz,
(52) > Th = Tz = 1283, T3 = €1153,
(54) — —Qmw2uz = —_]kT3

7

Combination of the three equations in u,, Ss and T3
yields the dispersion relation:

(58)

(This is the condition for the existence of solutions
with u,, Ss and T3 non-zero; in each solution 771 and
T follow directly from Ss.)

The velocity of longitudinal sound waves,
vs1 = )/c11/om, is therefore always higher than that of
transverse sound waves, vst = J/casfom. In solids vst
is often of the order of 2 x 103 m/s and, as c11 is about
three times cq4, vs1 is about ]/3_ times wvgt. In lead
vs1/vst is about /5, in ‘near-liquid’ materials such as
gelatine and rubber wgi/vst is one or more orders of
magnitude larger. In liquids there are no transverse
waves, at least no transverse waves with a real wave
vector.

w?lk? = c11/pm.

Coupling of waves in an unbounded homogeneous medium

Up to now we have studied separately two classes of
waves, electromagnetic and elastic waves. We shall
now go on to consider coupled waves, in particular
coupling between these two classes of waves, as found
for example in piezoelectric materials. To give an
illustration of what is involved in the coupling of
waves, we shall take as example the longitudinal and
transverse elastic waves in an isotropic medium which
we have just treated separately. We shall now consider
them together: we assume a wave propagated in the
z-direction in which displacements are allowed both in
the z- and the x-directions (but not in the y-direction).
We then find again equations (55) and (57), now
together. These are written symbolically as follows:

ux SS 7.;' Uz 53 7.:1‘
A 3
X X
X X ° \(55)
X X
< \(59)
X X
. x % {+(57)
X X

Each row represents an equation and the crosses in-

dicate which variables are involved. (The equations for
T1 and T, here omitted, are of no importance at the
moment.) The 6 X 6 determinant of the equations is the
product of two 3x 3 determinants, f(w,k) and g(w,k).
The dispersion relation is thus

f(w,k)g(w,k) = 0.

There are therefore two independent solutions, re-
presenting two types of wave:

f =0, variables uz, Ss, Ts (U = Sz = T3 = 0): trans-
verse waves;

g =0, variables u,,
longitudinal waves.

Let us now suppose that the medium loses its iso-
tropy in such a way that a tension T results not only in
an extension (Ss) but also in a shear (S5). The purely
longitudinal wave can then no longer exist: the tensile
stress associated with it would cause transverse dis-
placements ug via the term Ss. This is expressed in (59)
by terms at the black dots (¢35 and thus c¢s3 no longer
zero). The 6 X 6 determinant then no longer factorizes:
longitudinal and transverse waves are coupled.

In this way the Ez, H, waves and the Ey,H; waves of
(17a,b) are mixed in (29) by the & term. Similarly,
electromagnetic and elastic waves in piezoelectric
materials are coupled because the electric fields give
rise to mechanical stresses.

(60)

S3, Ts (u,; = S5 = Ts = 0):
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Weak coupling

* In the above we found pure longitudinal waves and
pure transverse waves for cgs = 0. If ¢35 is not zero but
still very small — weak coupling — we may expect
‘nearly-pure’ longitudinal and transverse waves. In
such a case we can start from the dispersion relations
f =0, g = 0asazero-order approximation to find the
relation between w and k for the new waves. If, for
example, the terms at the dots in (59) are small,
although not zero, the dispersion relation becomes,
instead of (60): .

S (@k)glwk) = dwk), (61)

where J is a measure of the coupling. More complicated
situations can arise giving, for example, a dispersion
relation of the form fg2 = &; however, the simpler
form (61) is usually found and we shall restrict our
discussion to this form. -

For a given frequency wo, the new waves will have
wave numbers in the neighbourhood of those of the
old f~wave and g-wave ( fig. 19). Suppose that the wave
number of the old f~wave is ko, so that f (wo,ko) = 0,
and let the new wave number closest to ko be ko 4+ Ak.
For w = wy, it follows from (61) that

(fo + fiodk)(go + giolk) = 9, (62)

where fo, g0, f1» 810 are the values of f, g, df]ok, dg/ok
at wyo, ko. According to our assumption, fo = 0; on the
other hand, go will in general differ substantially from
zero, so that g, Ak can be neglected. To a first approx-
imation, therefore, .

Ak = (S/f;{:)go.

Similarly, for a given wave number ko, the difference in
frequency Aw between the new ‘near-f~wave’ and the
old f~wave is

Aw = 6/fwlog0

In a similar way we can find the difference in wave
number or the difference in frequency between the new
‘near-g-wave’ and the old g-wave. These expressions
will be useful later on.

(0w = wo).

(63)

(k = ko). (64)

Resonant coupling '

Suppose that the curves f= 0, g = 0 intersect at
some point with real £ and w. Such an intersection can
occur, apart from the trivial case of k =0, w = 0,
only if at least one of the waves is dispersive. An
example is the combination helicon wave/sound wave;
see fig. 20. At the point of intersection ko,wo the two
waves are ‘resonant’: their phase relation is constant in
both space and time. Even a weak coupling can then
give a strong effect. In particular, for a given §, k and
o will exhibit larger changes than in the non-resonant
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case. This can be seen directly by applying (62) to the
point of intersection. Because fo = 0, go = 0 we find

(see fig. 21):
Ak = =+ Volfiogry 2t @ = wo, (65)
and

Ao = + Volfigl, atk = ko. (66)

k, ——k

Fig. 19. The dispersion relations f = 0 and g = 0 (solid curves)
for two independent types of waves. The dashed curves represent
the dispersion relations of waves that can result from the coup-
ling of the f and g waves.

(79 ]
helicon
6\)0 ______________
I
I
I
sound :
I
|
|
|
|
!
00 ' kp —— k

Fig. 20. The dispersion relation for helicon waves (43) is a square
law in k, that for acoustic waves is linear. They therefore intersect
not only at the origin but also at another point (ko, wo). At this
intersection even a weak interaction gives rise to strong effects
(resonance). For a given magnetic field, the intersection takes
place at lower frequencies as the concentration of the electrons is
lower (see eq. 43). For By = 1 T, the resonant frequency in metals
lies in the gigacycle region. In semiconductors the resonance lies
in the megacycle region or lower.
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As 0 approaches zero, Vé—approaches zero less rapidly
and, at sufficiently small J, the resonant effects (65)
and (66) are much larger than the non-resonant effects
(63) and (64). Owing to the coupling, the intersection
disappears; in its neighbourhood the curves f= 0,
g = 0 become two hyperbolae asymptotic to the original
intersecting lines. If, in (65) and (66), Ak, Aw or both
happen to be imaginary, the curves shown respectively

/s /9=0

K, — &

Fig. 21. The effect of weak coupling on the dispersion curves of
two waves in the neighbourhood of resonance.

Fig. 22. The various situations that can occur with resonant
coupling, depending on whether Ak or Aw in (65) and (66) are
real or imaginary.

near-helicon
w
wo _____________
near-sound,
near-helicon
|
0 }
0 ’ kO —_— K

Fig. 23. The effect of coupling between helicon waves and sound
on the combined dispersion relation.
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in the second, third, and fourth diagrams of fig. 22 are
relevant. One of the main results of the analysis given
in [7] is, that in the fourth situation we have travelling-
wave amplification while the third gives rise to the
‘absolute instability’ which was briefly mentioned in
the introduction. The second situation was already
referred to as ‘cut-off” on page 314.

For the combination helicon wave/sound wave there
is a weak electric coupling between the electron motion
of the helicon wave and the ion motion of the sound
wave [23]. The combined dispersion relation of fig. 20
thus splits into two branches which nowhere intersect
except at the origin (fig. 23); along each branch, the
corresponding wave gradually changes from ‘near-
sound’ to ‘near-helicon wave’ or vice versa.

The coupling of helicon waves with sound was first
demonstrated experimentally in potassium [24], How-
ever, the point of intersection of the uncoupled dis-
persion curves for metals in ‘convenient’ magnetic
fields (up to 1 T = 10 kilogauss) lies in the none too
easily accessible gigacycle region. In this respect, semi-
conductors are more convenient: owing to the lower
electron concentration the helicon curve in fig. 20 is
steeper so that the point of intersection is displaced to
lower frequencies. W. Schilz [2%] hag demonstrated the
coupling in N-PbTe with n ~ 1024 m-3. He used a
plate of PbTe fitted with two quartz transducers
(fig. 24). The three elements were all acoustically a half
wavelength long at the same frequency (=~ 800 kHz)
and thus resonant. The acoustic trarismission of the
system peaked sharply at this frequéncy (curve a,
fig. 24). The PbTe plate was also fitted with crossed
coils (as in fig. 11) by means of which a 4/2 helicon
resonance could be set up and detected at this same fre-
quency when the magnetic field was about 04T
(= 4 kG). This field and this frequency correspond to
the point of intersection shown in fig. 20. If, at this
field, a signal of varying frequency was applied to one
of the helicon coils, then the transducers gave a sharply
peaked output close to the resonant frequency (curve
b, fig. 24). The height of this peak varied with the
magnetic field in approximately the same way as the
helicon resonance itself. The high electron mobility
necessary for this experiment was obtained by using a
single crystal of PbTe at a temperature of 4 K
(¢ ~ 100 m?/Vs). v

(231 See for example D. N. Langenberg and J. Bok, Phys. Rev.
Letters 11, 549, 1963, and J. J. Quinn and S. Rodriguez,
Phys. Rev. Letters 11, 552, 1963 and Phys. Rev. 133, A 1589,
1964. . .

241 C. C. Grimes and 8. J. Buchsbaum, Phys. Rev. Letters 12,
357, 1964.

[251 W. Schilz, Phys. Rev. Letters 20, 104, 1968. -
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Fig. 24. Demonstration of the coupling be-
tween sound waves and helicon waves in a
semiconductor (lead telluride) by W.
Schilz (28], The PbTe plate P is wound with
crossed coils C (see also fig. 11) for the
generation and detection of helicon waves,
and fitted with electro-acoustic transducers
for the generation and detection of elastic
waves. The plate and the transducers form
a single acoustic unit with a certain resonant
frequency (¢ 800 kHz). The magnetic field
is adjusted to a value such that helicon
resonance occurs at this same frequency.
The output signal 4 of one of the electro-
acoustic transducers is shown on the right
as a function of the frequency f, ) when
the other transducer is excited, &) when
one of the helicon coils is excited.

)

|

Piezoelectric coupling

In piezoelectric materials mechanical variables such
as stress and displacement are coupled with electrical
variables such as field and polarization. Since the
twenties piezoelectric materials have been used exten-
sively for the conversion of acoustic or mechanical
signals into electrical signals and vice versa: in micro-
phones, loudspeakers, pick-ups, crystal oscillators,
filters, transducers, etc. For a long time the well known
materials tourmaline, Rochelle salt and quartz have
been of practical importance and indeed quartz still is.
Since the fifties, however, a large number of synthetic
piezoelectric materials have entered the field.

Materials exhibiting piezoelectricity all have a crystal
structure without a centre of symmetry. It can easily be
seen that a centro-symmetric crystal cannot be piezo-
electric: for instance, a uniform deformation cannot
cause any separation of the centres of positive and
negative charges, i.e. a polarization, in such a crystal.

Conduction can mask the piezoelectricity of a crystal,
for the motion of free charges tends to destroy an elec-
tric field if there is sufficient time available. All the
piezoelectric materials widely used in practice are
consequently insulators. Nevertheless, it is in fact the
interaction of a piezoelectric crystal lattice with free
charge carriers — in piezoelectric semiconductors —
that can offer so many interesting effects. Such possi-
bilities form the main theme of the next section. Cad-
mium sulphide and tellurium are examples of such
piézoelectric semiconductors.

The piezoelectric coupling is expressed through
electric terms in the elastic equations (52) and mechan-
ical terms in the electric equations (22):

Ty = by cr1ST — 2 eniEn, (673)
H n

Dm = 2 EmlSl + Z 8mnEn. (67b)
: 1 n

ki=1,...6; mn=x)y,z2)

C. A. A. J. GREEBE

) |
|

Philips tech. Rev. 33, No. 11/12

f

The nine linear equations (67) with their 81 coefficients
eXpress the nine variables Ti, ... Ts, Dz, Dy, Dz in
terms of the nine variables Si, . . . Ss, Ez, Ey, E,. Apart
from the minus signs in (67a), the 99 array of coef-
ficients is again symmetric if the electrical and mechan-
ical energy is not transformed into other forms such as
heat. With regard to the coefficients e, this symmetry
has already been incorporated in the notation of (67),
whereas for the ¢’s and &’s we must have, as before:

Cki == Clk, &mn = Enm. (68)

This can be shown by reasoning analogous to that on
p. 319/320. Again we assume that the coefficients are
real constants; this means that the variables may not
vary too rapidly.

If we assume that the electromechanical state of the material is
completely determined by the six quantities T or § and the three
quantities D or E, the expression

dU = LTwdSk + XEndDm,
i.e. the mechanical and the electrical work done when the state
of the material changes must again be a total differential; in other
words the ‘internal energy’ Uis again a variable of state. It follows
in the same way as before, that the 9 X9 array of coefficients will
be completely symmetric if T and E are expressed in terms of S
and D. In (67), however, as in the literature on acoustic ampli-
fication and electro-acoustic surface waves, we have expressed T
and D in terms of S and E. A difference in sign for the e then
occurs between (67a) and (67b); this can be seen as follows.
Under the above assumption, not only U but also the quantity
Hg = U— XE;Dn is a variable of state (i.e. it is fully deter-
mined by the nine quantities T or S and D or E), so that

dHg = ZTipdSk— ZDndEn
is a total differential. From this follows, in the usual manner, the
symmetry of the array of coefficients in (67), including the minus
signs. Hg is called the electric enthalpy.

Fortunately, a drastically simplified form of (67) is
sufficient for the discussion of a number of typical
cases. This is because, in certain materials possessing a
sufficient symmetry, waves in certain directions are
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possible in which only one component of each of 7, S,
u, D, and E is of importance. We shall restrict the
discussion to such situations. We then have:

T = cS—eE,
D = eS + ¢E.

(692)
(69b)

Strictly speaking, in each actual case we should indicate
which component of T, S, D and E is involved. We
shall do this for D and E — we shall discuss waves
for which D and E are either transverse or longitudinal
— but we shall not specify which components of T, S
and u are involved.

The positive dimensionless constant e2/ec will be
found to be a convenient measure of the relative
strength of the piezoelectric coupling. In most piezo-
electric materials, e2/ec is much less than 1, i.e. the
coupling is weak. In certain specially prepared ceram-
ics, e.g. certain lead zirconium titanates, e2/ec may
approach the value unity.

As for the purely electromagnetic waves, we shall
first discuss insulators here and then examine what
complications and possibilities arise as a result of con-
duction. These considerations follow, somewhat freely,
the analysis of A. R. Hutson and D. L. White [26],

Near-light and near-sound

We shall first consider electric transverse waves in
weakly piezoelectric insulators. As might be expected,
these are near-electromagnetic waves or near-acoustic
waves. The deviations in velocity from ‘pure light’ and
‘pure sound’ respectively wiil be calculated from the
weak-coupling relation (63).

We take the direction of propagation as the z-axis
and the direction of D and E as the x-axis. Maxwell’s
equations reduce to the first two, (7) and (8), with
J = 0. Because d; and dy are zero and, according to
our assumptions, only one component of each of S, T’
and u are involved, only one of the defining equations
(51) remains (S = d.u). Similarly, only one of the
equations of motion (54) remains (omd:2u = 0.7).
Using (69) as well we thus obtain six equations with six
variables. With d; = 0,0y = 0,9, = —jk and d; = jo,
these equations become:

kHy = C()Da:, wﬂHy = kEg;; (Maxwell) (a,b)
Dy =eS 4 eEy, T= cS— eEz; (mixed) (c,d) (70)

—jku= S, emw?u = jkT; (elastic) (e,f)

Equations (a,b) are purely electromagnetic, (c) is
electric with some elastic admixture, (d) is elastic with

some electrical admixture and (e.f) are purely elastic.
We can find the dispersion equation by putting

261 A. R. Hutson and D. L. White, J. appl. Phys. 33, 40, 1962.
D. L. White, J. appl. Phys. 33, 2547, 1962.
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the 6 X 6 determinant of (70a . . . f) equal to zero or by
successive elimination of the wave variables. The result
can be written as: '

2
(@ — v2k2)(@? — vs2k?) = % wkog.  (71)
In this equation »1 and vs are the velocities of light
and ound respectively in the ‘unperturbed’ me-
dium (v1 = 1/)fey, vs = Jclom). As anticipated,
equation (71) is of the form (61), fg = 6. For zero
coupling (¢ = 0) we return to the two independent
waves: light waves of velocity v and sound waves of
velocity vs. With (weak) coupling (e2/ec < 1) we find
near-light and near-sound. To find the velocity of the
near-light wave we put wp = wviko. Using (63), together
with
2

e
= w?2—v?k? g = w?—uvs%k32 6= — w3y
ec

we obtain:

e? vg?

B e (72
For the near-sound wave, putting wo = vsko, we find
analogously:
e? pg?

o + % o (73)
(In (72) and (73), ve? in the denominator has been
neglected in comparison with v2.) Since Av/v is equal
to —Ak/k, the velocity of the near-light wave is a frac-
tion 4(e?/ec)vs?/vi? greater than that of light in a non-
piezoelectric medium with the same ¢ and x. Similarly,
the velocity of the near-sound wave is the same frac-
tion smaller than the velocity of sound in a non-piezo-
electric medium of the same gm and c. The effect is
extremely small (« 10-10), not primarily because the
coupling factor e2/ec is small but because the velocities
of light and sound differ by so large a factor (10%). This
is a matter of some generality: between waves of greatly
differing velocities there is little interaction.

Piezoelectric stiffening

We now consider electric longitudinal waves in
piezoelectric insulators. Since in #non-piezoelectric
materials, as in free space, electromagnetic waves of
this type do not exist, there is no question of near-
light in this case; we can expect only an acoustic wave
with some admixture of an electric-longitudinal charac-
ter. Its velocity is easily found. Since E is longitudinal,
so that curl E is zero, it follows from the Maxwell
equation (8) (with u £ 0, w # 0), that H = 0; also
from (7) (with J = 0, w 7 0), that D = 0. (For lon-
gitudinal D, this also follows from the fact that
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div. D = 0 for an insulator.) From the mixed equa-
tions

0 = eS + &k,
‘ (74)
_ T = cS—eE, .
it follows by elimination of E that
| T = (1 + e?ec) S. (75)

We see that only elastic wave variables remain for
which the conventional elastic equations are valid —
with this difference that ¢ is replaced by c(1 + e?/ec).
The material has thus become effectively stiffer. This
phenomenon [271 is known as piezoelectric stiffening.
The velocity of the near-sound wave is thus equal to
Vel + e2fec)fom ~ (1 + }e?[ec))/clom, so that the
relative effect on the velocity is a factor v,2/vs? (~ 1010)
larger than above.

For the elastic wave, the dlstmctxon between electric-
longitudinal and electric-transverse admixture is es-
“sentially the distinction between electrostatic and
electrodynamic phenomena. This explains the relatively
small effect of the electric-transverse admixture:
electrodynamic effects are small for slow processes and
an elastic wave is slow compared with a light wave. Let
us now elaborate on this a little further. In the neutral
insulator with which we are concerned, the divergence
of D must be zero. For the longitudinal wave, this also
implies that D = 0 and that therefore the polarization
wave eS gives rise to a field wave E of significant ampli-
tude: ¢E = —eS. According to (75) this results in a
considerable change in the elastic stiffness of the me-
dium. In the transverse case there is no electrostatic
reason for D to be zero: all transverse vectors have
zero divergence. The (transverse) polarization eS now
excites a field E only by induction. This however is very
small. From (70a,b) we find (with w/k = vs):
eEy = euvg?Dy = (vs¥[v12)Dy. The terms in E; in
(70c,d) can therefore be neglected so that Dy is virtually
equal.to eS and, from (70d), the stiffness is hardly
affected. Summarizing, the electric field is significant
in the longitudinal case (E = —eS/¢) but not in the
transverse case. For this reason we may restrict our-
selves to longitudinal fields and currents in our discus-
sion of piezoelectric semiconductors, which nowfollows.

Acoustic waves in piezoelectric semiconductors

Mobile charge carriers in a piezoelectric material
cause attenuation of an acoustic wave: the electric
fields associated with the wave cause currents and thus
ohmic losses. On the other hand, however, there is the
interesting possibility of negative attenuation, i.e.
amplification of an acoustic wave, through activation of
the medium by a constant electric drift field 281, A
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simple criterion decides whether amplification is pos-
sible or not: the drift velocity vqe must be higher than
the wave velocity-vs. As noted above, we are exclusively
concerned here with longitudinal fields and currents.

We shall treat the attenuation and amplification of
acoustic waves in two stages. First we shall establish
formally the relation between attenuation or ampli—l
fication and the complex conductivity ¢ = or + joi,
which is the ratio of the wave variables J and E. It will
be found that a negative or implies amplification. After
this we shall show that with a constant applied electric
field, a negative or can be obtained.

For the first stage we write, as usual (eq. 32):

J = oE. (76)

As in the case of piezoelectric stiffening, we shall derive
a new effective stiffness of the material by elimination
of the electric wave variables. From Maxwell’s equa-
tions (using curl E = 0 for longitudinal E, whence
H = 0 and therefore J - D = 0), and (76):

D = —oEfjw.

Substituting this in (69) now leads not to (74) and (75)
but to:
T = ¢S —¢E,

0 =eS+ (¢ + ofjw)E,

(77a)
(77b)

and hence to:

LA N
= C _———
( e 1+ a/jws)

We now have an effective elastic stiffness of

1
¢ =c<l—|—; 1—}—0/st>

There is thus stiffening of the medium again but it is
now a complex stiffening. (Comparing this with the
stiffening in insulators, we see that, as before, the con-
duction could have been taken into account by intro-
ducing an effective dielectric constant & - o/jw.)

We assume that Ac = ¢’ — ¢ is small compared with
c. This is certainly the case for weak piezoelectric
coupling, provided Il + a/jws| is not too much less
than unity. We then obtain directly from the dispersion
relation k2%/w? = pn/c for sound waves, the relative
change Ak/k occurring at a given w as a result of the
relative complex stiffening Ac/c:

Ak Ac 1

7=_%_=_%8_cl+0/1w£

We are interested only in the imaginary part Ak; of Ak.
Negative Aki/k implies attenuation, positive Akifk
amplification of the sound wave. (See (6) and the cap-
tion to fig. 3. If Ak; is sufficiently small, the relative
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change in amplitude per unit length is equal to Ak; and
the relative change per wavelength is 2nAki/k.) Remem-
bering that o can be complex, we find:

Ak 3 e? or/we

ke (1 + oyjwe)® + (orfwe)?
This shows that amplification occurs if or is negative.
The small change in the real part of &, i.e. in the wave
velocity, can be neglected in the calculation of the
attenuation or amplification. In the following, there-
fore, we put w/k = vs.
In the simple cases where ¢ merely represents the
static conductivity (or = o9, o1 = 0), the attenuation is
given by

(78)

Ak; e wlo

ko e 1 -+ wsz/a)z’

where w, is called the relaxation frequency, w, = go/e.
This is the reciprocal of the dielectric relaxation time
7, discussed on p. 327. The attenuation is a maximum
for w = w,, and has a significant value only when w
and w, are of the same order of magnitude. It can be
shown from this that, even for frequencies in the GHz
region, attenuation of this nature is found only in
semiconductors with a very low concentration of
charge carriers. In photoconductors o9, and hence w,,
is dependent on the intensity of the incident light. The
light-sensitive acoustic attenuation found in CdS [29]
can be explained in this way [30],

Amplification of acoustic waves

We now come to the second stage: to show that oy
can become negative by the application of an electric
field Eq that gives the electrons a constant drift velocity
vq0, thus enabling acoustic waves to be amplified.

The acoustic wave in a piezoelectric semiconductor
produces variations in three directly related quantities
via the lattice polarization. These are the longitudinal
electric field, the charge density (electron concentra-
tion) and the current. There are now two factors in the
expression for the current density that vary: the drift
velocity and the electron concentration. We are thus
concerned with the product of two varying quantities
and we can therefore no longer use complex quantities.
We now denote the actual field by Eo + Ea, the actual
drift velocity by wao + va1 and the actual electron
concentration by ng + nj, where Ey, vao and ng are
constant and Ej, vq1 and »; are real quantities with
frequency w and wave number k. We then have
va1 = —ueE1. The current density is

—q(no -+ m)(vao + va1) =

= —gnoevdo — qhoval — qn1vqo — gni1vqi.

There is thus a d.c. component —gngvqo and a wave
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component —gnovg1 — gnivqe of frequency w and wave
number k. The last term —gn;vq, is of second order and
can be neglected. This term does contain a d.c. com-
ponent —q {n1va1) to which we shall return in the next
section. At the moment, however, we are only con-
cerned with the wave component. Using complex wave
variables J, n and E again (n1 = Re n, E; = Re E) we
find, with nogue = o9 (see Table I, p. 323, eq. 1.6) and
—gn = ge:

J = 00E + vaoge. (79

The current in the wave thus consists of a direct reac-
tion goF on the field and a current vqoge Which is auto-
matically present in each charge fluctuation ge because
the electron gas as a whole has the drift velocity vqo.

Equation (79) is not quite complete. Because there
are charge fluctuations there is also diffusion, so that
besides the current (79) there is also a diffusion current.
We shall neglect this diffusion current for the moment,
but will return to it presently. ’

Apart from (79) there is a further relation between
the wave variables J and ge: the continuity equation
(11). Because J is longitudinal, this assumes the form
—jkJ = —jwge or, with w/k = vs:

J= VsgPe. (80)

Elimination of g from (79) and (80) gives the ratio
between J and E and hence the complex conductivity
that we require. The result is:-

J= G'QE/(I — vdo/’l)s),
and thus

o= 0.

(81

ThlS shows that by giving the electrons a drift velocxty
vqo greater than the wave velocity vs, or can indeed be
made negative and ampliﬁcation of the wave can be
achieved.

The operation of the acoustic amplifier is therefore as
follows. Let us assume that the acoustic wave prop-
agates at a velocity vs to the right. The associated
longitudinal alternating electric field causes charge
fluctuations that propagate with the wave. Now a
positive net space charge only moves to the right be-
cause it is continually built up at the front and con-
tinually dispersed at the back by an a.c. current moving

or = oof(1 — vao/vs),

[27] See for example W. Voigt, Lehrbuch der Kristallphysik
Teubner, Leipzig 1910. .

281 A, R. Hutson, J. H. McFee and D. L. White, Phys Rev Let-
ters 7, 237, 1961. - -

(201, H. Gobrecht and A. Bartschat, Z. -Physik 153, 529, 1959.
H. D. Nine, Phys. Rev. Letters 4, 359, 1960.
H. D. Nine and R. Truell, Phys. Rev. 123, 799, 1961.’
H.J. McSkimin, T. B. Bateman and A. R. Hutson, J. Acoust.
Soc. Amer, 33, 856, 1961.

(30 A, R. Hutson, Phys. Rev. Letters 4, 505, 1960 See also the
article by Hutson and White [26],
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in the direction of the wave. This current must thus be
directed to the right in a positive space charge and to
the left in a negative space charge (see fig. 25). This is
expressed by the continuity equation (80) for lon-
gitudinal waves.

If the mean drift velocity is zero, this current is
directly caused by the alternating field, which thus
maintains the charge wave. Alternating field and cur-
rent are in phase, so that there are losses. When, how-
ever, the electron gas as a whole has a velocity vqo to
the right, each net positive space charge now implies a
current to the right (and each negative space charge a
current to the left) so that’a weaker alternating field is
necessary to maintain the charge wave. Alternatively
we see that, with the same alternating field, larger
charge fluctuations will arise. If vqo is equal to vs, then
no field at all is necessary to maintain the charge
wave — it propagates ‘by itself’ — and, for a given
alternating field, infinitely la‘rge*space charges would
arise (in the absence of diffusion). Finally, if vao is
larger than vs, then a positive space charge must now
be dispersed at the front and built up at the back to
maintain the stationary state, and this has to be done by
the alternating field (fig. 26). Field and current are
therefore in antiphase, so that the field, and hence the
wave, take up energy from the charge carriers.

By ignoring the diffusion we have been able to give a
fairly simple description of the essentials of the acoustic
amplifier. To discuss the practical possibilities, how-
ever, it is necessary to take the diffusion into account.
This can be done by adding a diffusion term
—Dr, grad ge = jkDnge to the right-hand side of (79),
see also (49). It is then easy to show that (81) becomes:

or y o1 w/wp
—_—= -——’ _— = ——‘—’
oo ¥?+ w¥wp? o0 yit+w?/wp?

(82)

where y = 1 — vqo/vs and wp = vs%/Dn.

To find the amplification given by the negative con-
ductivity, we must combine (82) with (78). The result
for the amplification per unit length is found, after
some manipulation, to take the form:

Aky =—}

e? w, y
ec vg Y2+ (w/o + w/a)p)z'

In (83) w/k is again written as vs. From this equation
it can be seen that two restrictions are imposed on the
frequency: there is substantially no amplification when
w 1s much smaller than w, or much greater than wp.
The physical reason is as follows. When o is much
smaller than w,, the charge fluctuations relax so rapidly
that they completely screen off the piezoelectric field.
If, on the other hand, w is much larger than wp, then
the waves are so short and the wave flanks so steep
that diffusion erases the charge fluctuations. Ampli-

(83)
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fication is thus possible only in materials for which
w, < wp. Now in most materials wp is no larger than
10 GHz. With ¢ a~ ¢y ~ 1011 F/m, it then follows
that to make an acoustic amplifier, the piezoelectric
semiconductor must have a conductivity o9 = cw,
smaller than 10-11x 1010 = 10-1 Q-1 m-1,

The acoustic amplifier is an example of the general
phenomenon in which a stream of particles can interact
in some way with a travelling wave, and give up energy
to that wave when their velocity is larger than the wave
velocity. Another well known example is the travelling-
wave tube, in which electrons are injected into an
electromagnetic wave of relatively low velocity.

Acoustic amplification was first demonstrated exper-
imentally by A. R. Hutson, J. H. McFee and D. L.
White 28] in a photoconducting CdS crystal.” The
acoustic transmission they measured is plotted as a
function of the applied field in fig. 27. Free charge car-
riers were produced by illumination of the crystal. In

Pe Vs 3

\————z
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J

Fig. 25. lllustration of the continuity equation for clouds of
space charge moving from left to right. Clouds of positive space
charge move to the right because on their right there is a net
accumulation and on their left a net removal of positive charge.
There must therefore be an a.c. current directed towards the
front and away from the back of a moving cloud of positive
charge, i.e. to the right in the clouds of positive charge and to the
left in the clouds of negative charge, in accordance with (80).
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Fig. 26. Clouds of space charge consisting of surpluses and de-
ficiencies in the concentration of an electron gas that moves asa
whole with a drift velocity vao that is larger than the wave velocity
vs. These clouds would move faster than the wave (vao > vs)
were it not for the alternating field set up by the wave. In order
to get clouds of space charge moving with the required velocity vs
each cloud must be dispersed at the front and concentrated at
the rear. This means that in clouds of positive charge the field
must be directed to the left, and in the clouds of negative charge
it must be to the right. The positive clouds, however, still represent
current to the right and the negative clouds a current to the left
(fig. 25). Field and current are therefore in antiphase.
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the dark the crystal was a good insulator; the concen-
tration of charge carriers, and hence w,, was adjusted
by the incident light intensity. The zero level in fig. 27
refers to acoustic transmission through the crystal in
the dark (the attenuation at 45 MHz was less than
7dB and at 15 MHz less than 2 dB); positive dBs
mean attenuation, negative dBs amplification. The
results are qualitatively in good agreement with equa-
tion (83). In particular, the charge mobility can be
derived from the zero intersection at ~ 700 V/cm, by
putting the drift velocity corresponding to this field
equal to the velocity of the transverse acoustic wave
used, vs = 2x 105 cm/s. The mobility of 285 cm?/Vs
found in this way agrees well with values found by
other method (& 300 cm?/Vs).

The acoustic amplifier we have dealt with can be
regarded as the precursor of the amplifier of acoustic
surface waves (p. 347-348) which has attracted atten-
tion in recent years.
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Fig. 27. Acoustic amplification as shown by A. R. Hutson,
J. H. McFee and D. L. White [28). The vertical axis represents the
acoustic attenuation in dB in a photoconducting CdS crystal of
length 7 mm as a function of the applied drift field Eo for various
frequencies and various levels of illumination. The conductivity
oo and hence the relaxation frequency w, = gof/e were adjusted
by means of the illumination of the crystal. Curve A4, 15 MHz,
ws/w = 1.2; B, 45 MHz, w:/w = 0.24; C,45 MHz, ws/w = 0.21.
The attenuation is given relative to that of the crystal in the dark
(0 dB). At 45 MHz the ‘dark’ attenuation was less than 7 dB, at
15 MHz less than 2 dB. Positive dBs mean attenuation, negative
dBs mean amplification.

Acoustic amplification considered as weak coupling of two types of
wave

We have considered the acoustic attenuation and amplification
as a result of the ‘complex stiffening’ of the material. In this
connection we came across the phenomena of dielectric relaxation
and diffusion ; these are ‘longitudinal-electrical’ wave phenomena
(p. 327). Acoustic attenuation and amplification can also be
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considered as theresult of weak piezoelectric coupling between
an acoustic wave and a longitudinal electrical ‘wave’ 3l. To
show this, we shall start with a complete set of equations in the
variables J, D, E (all lbngitudinal), ge, T, S and u in; for example,
the following form:
J+ D=0, T=cS—eE, §=20u,
divJ =—ge, D =eS -+ cE, 0.T = omdiu,
J = 00E + wvaoge — Dngrad ge.
The dispersion relation that follows from these equations can
easily be written in the form fg = J (eq. 61), remembering that
e?/ec is small. The result is:
(@fvs — k) [we + j(@ — vaok) + k2D =
P e e TN ——— "

f g

= (%ed)k?® [i(w — vaok) + A2Dn). (84
\_,w/\_/

By putting f= 0, we have once more the unperturbed sound
wave, while g = 0 yields an unperturbed longitudinal electric
wave — another version of (50) somewhat complicated by the
occurrence of vao. Applying (63), with wo = vsko, to (84) we
obtain after some amnipulation a complex expression for Ak/k,
the imaginary part of which is indeed given by (83).

The acousto-electric effect; Weinreich’s relation

We have seen that a d.c. current in a piezoelectric
semiconductor can affect an acoustic wave in that
material. Conversely, an acoustic wave in the material
can give rise to a d.c. current or to a static electric field
(depending on whether the semiconductor is short-
circuited or open-circuited). The charge carriers are
‘carried along’ by the wave. This is known as the
acousto-electric effect. It also occurs, to a less extent; in
other materials. When R.H. Parmenter predicted the
effect [321 in 1952, he remarked on the correspondence
with two other quite different phenomena — the linear
accelerator, in which electrons are accelerated by oscil-
lating fields that are synchronized to form an (accele-
rating) travelling wave, and the thermoelectric effect
where charge carriers are borne along by the stream
of phonons (acoustic quanta) caused by a temperature
gradient.

The effect can be attributed to the d.c. component
that is present in the current density because both the
electron concentration and the drift velocity are
modulated when the material carries an acoustic
wave. On p. 337 we saw that this component is equal
to —g {n1va1), where n and vq1 are actual physical
modulations; using complex wave variables n and vq,
the d.c. component is —}qRe(nvg*). We thus have an
acousto-electric d.c. current source

Joe = — 2qRe(nvg*) = $Re(geva®).
This is equivalent to a ‘field source’

Epe = Juefoo = $Re(peva™)/00. - (85)

31) See for example K. Blotekjzr and C. F. Quate, Proc. IEEE
52, 360, 1964. : : ' :
1321 R, H. Parmenter, Phys. Rev. 89, 990,.1953.
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This is the field that is equivalent to the acoustic wave
in its effect on the charge carriers. This acousto-
electric field is directly related to the attenuation of an
acoustic wave. The quantity Re(pevq*) is proportional
to $Re(JE*), the ohmic heat developed (ge o< J from
(80) and wq oc E) which must be supplied by the
acoustic wave which is thus attenuated. If this ohmic
heat is the only cause of attenuation, then

aP = $Re(JE*) = — %(vs/ue)Re(0eva®), (86)

where « is the acoustic attenuation coefficient and P
the energy flow density of the sound wave. (By defini-
tion, o= (1/P)>P/oz; since P is proportional to the
square of the wave variables, o = —2Ak;.) In (86) we
made use of J = vgpe (eq. 80) and vq = —ueE (eq. 1.2
in Table I). 4

From (85) and (86) the very simple relation between
o and FE,e first given by G. Weinreich [33] follows
directly: :

o= — nq'UsEa,e/P. (87)

The very general reasoning used by Weinreich was as
follows. A travelling acoustic wave represents not only
a flow of energy but also a flow of momentum. At-
tenuation of the wave therefore implies a diminishing
momentum flow: momentum is transferred to the
‘cause of the attenuation’ and hence a force acts on
this ‘cause’, i.e. the charge carriers. The field equivalent
to this force is the acousto-electric field. This reasoning
shows that we are concerned here with a kind of
radiation pressure exerted by the acoustic wave on the
charge carriers.
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Let us now make one or two further comments about Wein-
reich’s relation.

Assuming that charge carriers of only one kind, of mobility
Mo, are responsible for the attenuation, the relation is very
generally valid, even when the charge carriers have a non-zero
constant drift velocity vao. This means that, as vao increases, Ege
changes its sign exactly at the instant when attenuation changes
to amplification.

If the charge carriers do have a non-zero drift velocity, several
field and current components come into play, as discussed on
p- 337. It is not perhaps immediately clear whether only the part
4+ Re(JE*) of the ohmic heat is due to the acoustic wave (J and E
are the wave variables) as is assumed in (86) (and not, for
example, JaeEp). If this is not the case, then the derivation of (87)
would no longer be valid. However, (86) can also be proved
explicitly starting from the expression (78) for the attenuation
and from the fact (not proved here) that the acoustic-energy flow
density P can be represented by 4vscSS*. Since Re(JE*) is
equal to orEE*, (86) gives

_ o Be?
T e SS*°

Substituting here the value for E/S from (77b), we arrive, using
Aky = — 4o, directly at (78). This is an indirect proof of (86).

Much experimental work has been done on the acousto-
electric effect, acoustic attenuation and the relationship between
them, especially in CdS. In spite of what has been said above,
Weinreich’s relation is often not satisfied. For one thing, as vao
increases, Ege and o often do not go through zero at the same
point. The reason for this is that some of the charge carriers are
trapped and thus are not mobile although they still contribute to
the space charge. These charge carriers cause absorption but they
do not contribute to the acousto-electric current. From this
reasoning (341 a generalization of Weinreich’s relation can be
derived by taking the mobile charge for ge in (85) and the toral
charge for ge in (86). Further analysis shows that measurement
of the frequency dependence of Ej,e gives information about the
trapping mechanism.

Waves in two media with a common boundary

In bounded media, the bulk waves studied above
can, in general, no longer occur by themselves be-
cause alone they do not satisfy the conditions imposed
by the boundaries. At the free surface of a solid, for
example, the shear stress tangential to the surface and
the tensile stress normal to it are of course zero, where-
as almost every simple sound wave involves such
stresses. Superposed simple sound waves are however
possible if when taken together they cause the surface
stress to be zero. This indicates the way to tackle the
present problem — the problem of two adjacent media:
we should try to combine the bulk waves in such a way
that the boundary conditions at the interface are always
satisfied at all points of the interface. In this way we
can describe phenomena such as refraction and reflec-
tion of waves and -— our special interest here — surface

waves. We shall first illustrate this approach by some
simple examples.

Transmission, reflection, refraction

The junction of two transmission lines

In the transmission line of fig. 2 waves can be prop-
agated with a voltage-current ratio V/I given by
+ ]/m Or, more precisely, in the waves travelling to
the right (v > 0), ¥/I is equal to + )/L/C, the charac-
teristic impedance Z of the line; in the waves travelling
to the left (v < 0), V/I is negative, V/I = —Z. This
follows directly from (3), (4) and (5). Let us now
consider the reflection at the junction between two
transmission lines of different characteristic impe-
dances Z; and Zs (fig. 28), and consider what com-
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travelling to the left (k << 0); see (17a). Therefore
Ey 4+ Ey = Eq,

EafVua/ex — Enf|/pafe1 = Ecf )/ pafea.

These equations have exactly the same form as (88).
With the definition of the intrinsic impedance of a
medium given on p. 317, Z = I/,u_/E, the reflection and
transmission are given again by (89).

Normally incident sound

For sound in two adjoining elastic isotropic media
(fig. 31) the situation is analogous to the foregoing.
It is clear that, at the interface, Tz, Tyz, T2z and ug, uy,
u, must be continuous (interface perpendicular to the
z-axis). Let us assume that in each medium only one
component of Tand u is involved. For waves travelling
to the right we have (with w/k = }/c/om):

T = ¢S = cdau = — jkeu = — jwu)/com,
and for waves travelling to the left:
T=+ jwu[/;Q—n:
Therefore
Ty + Tp =Tk,
Tu/)/c10mi — To/ Yergm1 = Tef)/caome.

The quantity |/com is called the mechanical impedance.
The reflection and the transmission are again given by
(89). The reasoning is valid for both transverse and
longitudinal waves. Which component of 7 and of u
and which constant ¢ are relevant depends on the type
of wave considered.

The close analogy between the above three cases might suggest
that for normal incidence (89) is of very general validity. This is
not the case. To obtain a result such as (89) with one transmitted
and one reflected wave, these waves and their polarizations have
to be matched to the incident wave. An example of a simple
situation where this is no longer possible is the case of a linearly
polarized beam of light that is normally incident on the interface
between free space and an optically anisotropic uniaxial crystal
when the optical axis lies in the interface but is not parallel or
perpendicular to the plane of polarization of the light beam. Two
beams of different velocities and different ratios E/H then arise
in the crystal (see p. 318) so that (89) is no longer applicable. Of
course, in this simple case, that incident beam can be resolved
into two components with polarizations parallel and perpen-
dicular to the optical axis, and (89) can then be applied to each
of the two problems thus obtained.

Obliquely incident waves

In the three foregoing cases, the wave variables
depended on z and ¢ and thus, in the interface, only on ¢.
Because the boundary conditions have to be satisfied
at all times the waves must all have the same frequency.
This virtually self-evident requirement was mentioned

GREEBE Philips tech. Rev. 33, No. 11/12
Fig. 31. Reflection and transmis- X
sion of normally incident sound
at the interface between two
elastic media / and 2. It is c,p C,.0
assumed that for these waves #omi 22
each medium is sufficiently
characterized by a density gm
and a single elastic modulus c. a
—
C
—_—
' b
-—
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explicitly only in the first example. With obliquely
incident waves, the wave variables also depend on the
coordinates in the interface. Since the boundary condi-
tions must be satisfied at all times everywhere in the
interface, all waves combining at an interface must
have the same periodicity both in time and in place
along the interface. In the following we shall take the
y-axis to be normal to the interface. Then all the waves
of a combination must have the same w, k; and k..
Once these three quantities are given, e.g. by the inci-
dent wave, then ky is determined for each other wave
of the combination by its dispersion relation (which is
a relation between w, ks, ky and &, for that wave), and
thus its direction of propagation is also determined.
This is illustrated by the following example.

The laws of optical reflection and refraction

At the interface of two optically isotropic media,
incident light is reflected and refracted (fig. 32). The
velocity of light in medium 7 will be denoted by vy,
that in medium 2 by vg. As stated above, the y-axis is
taken to be perpendicular to the interface; the x,y-
plane is taken as the plane of incidence (the plane

Fig. 32. Refraction and reflection of a light beam falling obliquely
from medium  on to the interface y = 0 with a second medium
2; ka, kv and kc wave vectors of the ipcident, reflected and
refracted beams respectively.
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containing k, and the y-axis). Then kz, =0. As a
result k.p and k;¢ are also zero: the reflected beam (b)
and the refracted beam (c) lie in the plane of incidence.
The law of reflection, ¥ = §, follows from fig. 32 by
observing that not only are ks and k4, equal, but ky
and k, also, because the waves g and b are in the same
isotropic medium and have the same frequency.
Finally, Snell’s law of refraction follows from the
dispersion relations k32 = w?/v12 and ke2 = w?2/vs? for
the waves a and ¢ and from the fact that kze = kza:

Sin Y . kxc/kc . Va2

sin 0 kgafka 1

These laws are thus a direct consequence of the require-
ment for equal frequencies and equal wave-vector com-
ponents along the interface. They do not of course
represent all the information contained in the boundary
conditions: as in the previous three cases, it is also pos-
sible to calculate sow much light is reflected and how
much refracted. This leads to Fresnel’s laws, but we
shall not consider these here.

In fig. 32 we assumed that the boundary conditions
can be satisfied by one incident wave, one reflected
wave and one refracted wave. For light waves in op-
tically isotropic media, further investigation shows that
this is indeed the case, but it is by no means a general
rule. For longitudinal sound waves, for example, in-
cident at a certain oblique angle, one reflected and one
refracted longitudinal wave are not sufficient — it is
also necessary to introduce tfransverse waves with
different velocities and directions: mode conversion
takes place at the interface. However, the wave vector
of each of the waves is always completely determined
by its dispersion relation and by the ‘interface com-
ponent’ of the wave vector of the incident wave.

Total reflection; surface waves

Whatever the value of the angle of incidence @
(fig. 32), the number of variables and the number of
boundary conditions remains the same, so that the
number of waves necessary to satisfy the boundary con-
ditions remains unchanged. In particular, when the
angle of incidence is increased so far that total reflection
occurs, three waves are still present. What then hap-
pens to the refracted wave can be seen by calculating
kyc from

ka:cz + kyc2 = kcz,

in which k. is given by the dispersion relation for waves
in medium 2:

ke® = w?vsl,
and kg is given by kzqa:

kge? = kza? = (02fv12) sin? 0.
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If sin 8 becomes larger than vi/ve — only possible for
vy > v1 — then kgc2 becomes larger than k2. Hence
kye is imaginary. The wave that was previously refracted
now propagates along the surface (ks is real) but its
amplitude in medium 2 decays exponentially at right
angles to the surface. This means that the refracted
wave has become a surface wave. This is why the re-
flection is total: no energy is carried away from the
interface in medium 2. Total reflection thus implies a
surface wave in medium 2. ‘

1t is clear that an imaginary kyc (positive imaginary in fig. 32)
implies that wave c¢ transports no energy away from the bound-
ary: no power is transmitted downwards through medium 2
because at large distances from the interface the wave has zero
amplitude, and no energy is dissipated in the medium because our
assumption was that it is lossless. We can calculate the situation
explicitly as follows. The mean energy flow in the y-direction
(see note [10]) is

Sy = IRe(E Hs* — E-H.*).
From Maxwell’s equations
curl H = D', curl E = —é,
with
0;: =0, Oy =—jky,
it follows that
Hy = kyE;/wop and Er = — kyH:jwe.
Substituting these values in the expression for Sy gives:
Sy = ¥Re [ky* E.E* oy + kyH H*|we] =
= (kyrwep) (3 EE* -+ + pHLH*).
Since the expression inside the curly brackets is real, k; would
have to have a non-zero real part if there is to be a mean energy
flow in the y-direction.

In this demonstration it is assumed that the material is iso-
tropic (D = ¢E), that there are no losses (¢ and u real) and that
w is real. Under these conditions, the same is true for every other
direction. For anisotropic media, on the other hand, it cannot
be concluded that .S has no component in a given direction if &
has no real component in that direction. In fig. 6, for example,
S does have a component in the x-direction even though k is
Zero.

0 =jw, B=puH, D= c¢E,

With an ‘ordinary’ wave, with real wave-vector com-
ponents, the phase velocity w/ks in any direction (x)
other than the direction of propagation is greater than
the velocity of propagation w/k, since k; < k. For a
surface wave, on the other hand, as follows from the
foregoing, ks > k: the surface wave is propagated
more slowly than the corresponding bulk wave. Sur-
face waves are therefore said to be ‘“slow’.

The phenomenon of total reflection can thus be
summarized as follows. As the angle of incidence § is
increased, the phase velocity along the surface of all
the waves involved decreases. When this velocity
becomes smaller than the velocity of bulk waves in
medium 2, the wave in medium 2 becomes a suiface
wave. ’ .
The surface wave is excited by the incident wave. In
certain - circumstances, however, independent freely
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words, when we attempt to satisfy the boundary
conditions for a given w with the three waves a, b and
¢, we find that this is possi_ble with one value of & that
is larger than ks, so that ¢ is also a surface wave. This
combination of three surface waves is the Bleustein-
Gulyaev wave, and the relation found between k; and
w is its dispersion relation.

In our description of the Bleustein-Gulyaev wave we
thus allow an incident wave and a reflected wave (real
ky) to change into two surface waves (imaginary ky),
one decreasing and the other increasing exponentially
in amplitude with distance from the surface. We then
cause the unacceptable increasing wave to vanish by
choosing a suitable value k(w) for k;. We note that
this approach is of general application to surface
waves: the Bleustein-Gulyaev wave merely serves here
as an example.

We shall now look into one or two details of the
calculation. We impose the following restrictions (see
RI-R4 in Table II): the piezoelectric material must
have a certain symmetry and a certain orientation (R4);
the waves must be ‘slow’ (R2), must propagate in the
x,y-plane (R/) and must involve particle displacement
in the piezoelectric medium in the z-direction only (R3).
The waves must be slow in the sense that only electro-
static effects and no electrodynamic effects arise (see
also p. 336); this means that the electric field can be
derived from a potential ¢ (E = —grad ¢).

For the waves indicated in Table II as FSL, which
can occur in free space under the restrictions R/ and R2,
k2 = 0 for all w. The wave variables thus satisfy the
two-dimensional Laplace equation, for k2 = k.2 4
4+ ky? = —(02% + 042) = —2 These are in fact
static field distributions which can propagate at an
arbitrary (but not too high) velocity, provided that the
boundary conditions at the surface are satisfied. For &
real, ky is evidently imaginary: ky = -+ jkz. The wave
to be used for combination (wave a in list L, Table II)
must decrease exponentially with distance from the
surface (i.e. upwards in fig. 34) so that for the given &z,
the k, of the wave must be equal to —jk5. Lines of
force and equipotential surfaces of this Laplace wave
are given in fig. 36.

Restrictions on the symmetry and orientation (R4) of
the piezoelectric medium are imposed in the array
marked M in Table II, which gives the coefficients by
means of which the variables T, Ts, . . . Dg, Dy, D, are
expressed in terms of the variables Si, Ss, . .. Ez, Ey,
E;. The many zeros imply a high symmetry and a
simple orientation; the coefficients indicated by points
are not relevant to the present discussion. Materials
with a six-fold or rotational axis of symmetry are
examples in which the array of coefficients can take the
form M. The restrictions R, R2 and R3 have already
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limited the components of S and E to be taken into
account here to Sy, S5, Ez and Ey and now because of
the form of the array the components of T and D are
limited to Ty, Ts, Dz and Dy,.

As a result of the foregoing, there only remain two
differential equations for the waves in the piezoelectric
material: a mechanical equation of motion and one of
Maxwell’s equations. The resultant dispersion relation
represents two waves — again, Laplace waves (PL),
with k2 = 0 and further ‘stiffened sound’ (PS), with the
dispersion relation (DS). This reduction of the possible
waves to two simple types is of course a consequence
of the simplifications introduced by (M). The Laplace
wave to be used for combination (wave & in list L,
Table IT) must decrease with distance from the surface,
i.e. downwards in fig. 34, and thus has k, = jk.. For
the incident sound wave (c in list L), ky > 0; the re-
flected wave (d) has a negative ky. In the list L of
possible waves, only wave variables are included that
enter into the boundary conditions.

The boundary conditions Bl, B2, B3 express, firstly,
that the boundary y = 0 is a mechanically free surface.
The shear stresses (Twy = T and Ty, = T4) along the
surface and the tensile stress (Tyy == T32) normal to it
are thus zero. Two of the boundary conditions (72 = 0,
Ts = 0) are automatically satisfied in all the waves
considered, and therefore only one mechanical bound-
ary condition remains (BI): T4 = 0. The electrical
boundary conditions (B2, B3) stating that ¢ and Dy
must be continuous at the surface, follow because
at the surface the field must be derivable from a poten-
tial and there is no source of D, i.e. no charge. We note
that before the introduction of the boundary condi-
tions, the factor exp j(wt — kzx — kyy) in each wave
plays no part — it cancels out in all equations. How-
ever, when various waves are combined, different fac-
tors exp (—jkyy) are involved. At the boundary these
factors again vanish since y = 0 there.

Substitution of the wave variables from list L in the
boundary conditions (B) yields, after eliminating ¢, and
ép, the relation (A4) between ¢, and ¢q. Therefore we
arrive at the two conclusions mentioned earlier:

Fig. 36. Lines of force (solid curves) and cross-sections of equi-
potentials (dashed) of the Laplace wave which decays exponen-
tially for y — + co.
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I. A wave of ‘stiffened sound’ incident at a certain
angle imposes a k, and thus determines indirectly all
the ky’s; since kz is smaller than ks, ky¢ and kyq turn out
to be real. Using (4) in Table II, all the wave variables
can be expressed in terms of ¢.. The angle of reflection
is equal to the angle of incidence (kyu = — kyc).
The refiected wave has the same amplitude as the in-
cident wave (|¢d[ = |¢c|, because the coefficients of
¢¢ and ¢q in (4) are the complex conjugates of one
another).

II. From (A4) we can produce a pure surface wave,
the Bleustein-Gulyaev wave, because wave d vanishes
(¢a = 0) for the value of ky. given in (K) (TableII); this
value of ky. is positive imaginary and thus ¢ becomes
a ‘well behaved’ surface wave. Substituting this value of
kyc in the identity k.2 + k2 = ks? yields expression
(DBG) in Table II, the dispersion relation for the
Bleustein-Gulyaev wave. The velocity w/k is independ-
ent of w: the Bleustein-Gulyaev wave is therefore dis-
persionless.

Notes on the Bleustein-Gulyaev wave

In the foregoing derivation of the Bleustein-Gulyaev
wave it was not necessary — as it was in other prob-
lems discussed in this article — to assume that e2/ec
was much less than unity. This underlines once more
the relative simplicity of the Bleustein-Gulyaev wave.
We assumed only that the wave was ‘slow’ and the dis-
persion relation (DBG) shows that this is always the
case except when e2/ec > 1, a situation that in fact
never arises.

From (K) it can be seen that the penetration depth
increases as e%/ec decreases and becomes infinite, as
mentioned earlier, in the limit e2/ec — 0; the surface
wave has then degenerated to a bulk wave. In contrast
to this, the penetration depth of a Rayleigh-like wave
always remains of the same order as the wavelength
along the surface. Bearing in mind that, in practical
applications, the great attraction of surface waves lies
in their small penetration depth, it can be seen that the
Bleustein-Gulyaev wave has its limitations; only when
e?/ec is approximately unity can it match the Rayleigh
wave in this respect.

The factor go/(eo + €) in (K) also tends to make |kyc|
small and hence the penetration depth large because ¢
is often much larger than &g in piezoelectric materials.
In the above the empty space behaves only as a medium
of permittivity g with no mechanical effect on the
surface. If the empty space is replaced by another
medium with a large permittivity but still with no
mechanical effect on the surface, then the penetration
depth can be reduced. For this reason the surface is
sometimes coated with a thin film of metal (¢ &~ ).
Further analysis shows that the wave a then vanishes
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(¢a = 0); there is virtually no penetration in the metal
so that the metal film can be so thin that its mechanical
effect is negligible. Strictly speaking, we are then deal-
ing with a wave problem in a single bounded medium,
the piezoelectric material, but with different electrical
boundary conditions.

Amplification of surface waves, the effect of a transverse
magnetic field

An acoustic surface wave on a piezoelectric material
is accompanied by an electric field that extends beyond
the surface and propagates there as a Laplace wave.
The wave can be excited, detected, directed, amplified
and its dispersion relation changed by means of this
electric field. Here we shall only examine the ampli-
fication of such waves and we shall show that with a
transverse magnetic field the amplification can be
enhanced. ’

From the foregoing it is fairly evident how to set
about amplifying a surface wave on a piezoelectric
material: a semiconductor is placed against the piezo-
electric material and a current is passed through it of
such a value that the drift velocity of the electrons is
higher than the wave velocity. We shall see presently
that this should work; that it does work was first shown
experimentally by J. H. Collins et al. 18], Compared
with the bulk-wave acoustic amplifier (see p. 337) the
present configuration has the advantage that the piezo-
electric material and the semiconductor can be selected
independently, so that an optimum choice can be made.
This is one of the reasons why the surface-wave ampli-
fier seems to be a step nearer to practical applications
than the bulk-wave amplifier. Nevertheless, there are
still great difficulties associated with the surface-wave
amplifier. In the first place, the required drift field is
very high (this point is illustrated in fig. 27); this means
that it is generally necessary to dissipate undesirable
large amounts of power unless certain precautions are
taken that present practical difficulties.

Secondly there is the problem of the electric coupling
between the piezoelectric material and the semi-
conductor. In a Rayleigh wave, the surface particles
move primarily in the y-direction (see fig. 33). This
wave is therefore very sensitive to mechanical contact
with the surface. To avoid this difficulty it can be
arranged, for example, to have a gap between the sur-
faces of the piezoelectric material and the semiconduc-
tor. This gap, however, must be very small (a small
fraction of the wavelength), for otherwise there will be
no electric coupling. The Bleustein-Gulydev wave, in
which there is particle movement in the z-direction
only, is better in this respect: it is very little affected by
the presence of a substance such as a liquid (which
attenuates a Rayleigh wave strongly), and a dielectric
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liquid of high permittivity in the gap results in a strong
electric coupling. This, however, may give rise to new
difficulties, such as corrosion of the surfaces by the
liquid.

We shall now indicate briefly how acoustic surface
waves are amplified and how this effect can be enhanced
by a transverse field [38]. In fig. 37a, 1 denotes the
semiconductor and 2 the piezoelectric material. In the
semiconductor the slow wave consists of a Laplace
wave (see fig. 36); associated with the field E, there is
the bulk current Jy = o9E. In a Laplace wave there
can be no charge fluctuations in the material since in
the Laplace wave div D = — &/ 2¢ = 0. The current
that flows towards and away from the surface gives,
however, an alternating surface charge. In fig. 37a it is
assumed that the d.c. drift velocity of the electrons is
zero and that the Laplace wave, including the surface-
charge pattern, travels to the right at velocity vs. The
maxima of positive and negative surface charge must
assume, with respect to the field pattern, the phases as
shown: on the right (front) of the positive charge
maxima, the charge must increase, so the current must
be directed towards these points. In fig. 37a the field
and the current are in phase: energy is therefore dis-
sipated.

If the electron gas as a whole is now made to move
through the semiconductor at a drift velocity vqg, the
pattern of alternate surface charges itself represents
— quite independently of the alternating field E— an
a.c. surface current Js (fig. 37b). A smaller bulk current
will now maintain the same surface charge; or the same
* alternating field E and bulk current J;, will now give
rise to a surface-charge wave of larger amplitude.
When wvqg is equal to vs no bulk a.c. current will be
required to maintain a surface-charge wave. (Diffusion
and trapping of charge carriers are neglected here.) If,
finally, vqo becomes larger than wvs, charge has to be
removed from the front of each positive charge maxi-
mum by the bulk a.c. current (fig. 37¢). Field and cur-
rent now have opposite phase and hence energy is
supplied to the wave.

It will be clear that the operation of the surface-wave
amplifier is rather similar to that of the bulk-wave
amplifier. In the surface-wave amplifier, however,
advantage can be taken of a transverse magnetic field
in a way that has no parallel in the case of bulk acoustic
waves. We shall attempt to explain this by means of
the equation ‘

Aley _ (¢ + oi/w) or/w
k — Tec e+ oo (e+ ofw)? + (or/w)?’
which is simply (78) in a slightly different form. This

relation derived for phenomena in the bulk, is not of
course exactly valid in this form for surface waves, but

e? €

0)
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a very similar relation is valid and we use (90) to
indicate qualitatively the effect of a transverse magnetic
field 39, The last factor in (90) is of the form
pq/(p? + ¢2) and it therefore has values between +%
and —}. The ‘best’ value, —}, can always be achieved,
for arbitrary values of ¢ and ¢y, by giving oy, via the
drift velocity vqo, a suitable (negative) value. From the
other factors in (90) it can be seen that the maximum
amplification obtainable in this way could be increased
if pi could be made negative, i.e. if the phase difference
between J and E could be changed in a certain way. In
the bulk-wave amplifier there is no way of doing this.
In the surface-wave amplifier, however, it can be done
by means of a transverse magnetic field. To make this
clear, fig. 37d shows the extreme case of a magnetic
field so large that there is a Hall angle of 90° between
J and E. The figure shows that for a travelling Laplace

EJy

IQ

4+

o

0

Q

Fig. 37. Operation of the acoustic surface-wave amplifier and the
effect of a transverse magnetic field. 7 semiconductor, 2 piezo-
electric material. In the semiconductor, the field E of the Laplace
wave (velocity vg) carries with it a bulk a.c. current Jy, and an
alternating surface charge. For a given alternating field, the
amplitude and phase of the surface-charge wave are dependent
on the mean drift velocity vqo of the electrons in the semiconduc-
tor (see text). @) vao = 0; b) 0 < wao < vs; €) vao > vs. In case
(¢) amplification occurs. Js is the surface a.c. current directly
associated with the movement of the surface charges with the elec-
tron gas as a whole at velocity vao. d) When a large magnetic field is
present E and Jy are at right angles to one another which means,
for the travelling Laplace wave, a phase difference of 90° between
J and E. Such a phase difference can lead to greater amplification.
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wave this corresponds to a phase difference of 90° be-
tween J and E. It is also clear that smaller phase dif-
ferences are introduced by smaller fields and that the
sign of the phase difference is determined by the
polarity of the magnetic field.

The effect of a transverse field on the amplification
has been experimentally confirmed for Rayleigh waves
by J. Wolter [40], Some particulars concerning this
experiment are given in fig. 38.

Summary. A survey is given of freely propagating electro-
magnetic, elastic and electro-elastic waves, the accent falling
on certain types of wave that have attracted attention in elec-
tronics and solid-state physics during the last decade or so. These
include helicon waves, amplifying acoustic waves and electro-
acoustic surface waves; several more conventional waves are also
discussed by way of introduction.

The dispersion relation and structure of a travelling wave in
an unbounded homogeneous medium follow from the differential
equations (assumed to be linear and homogeneous) for the
appropriate variables. By allowing the frequency w or the wave
vector k to be complex, the attenuation or amplification of the
wave in time or space can be represented.

Starting with Maxwell’s equations, electromagnetic waves
(light) are discussed, first in free space and then in other non-
conducting media, whose particular properties can be formally
expressed in terms of a permittivity which may be complex and
may be a tensor. In this way double refraction and rotation of the
plane of polarization, as in Faraday rotation, are described.
Application of the results to conductors (with a permittivity that
formally includes the conductivity) leads to wave phenomena in
metals such as the skin effect and, for very high conductivities
and very high magnetic fields, helicon waves. The latter are
virtually unattenuated circularly polarized waves (simplest case)
with a very strong dispersion so that, for low frequencies, their
velocity is extremely low (e.g. 10 cm/s at about 20 Hz).

At the plasma frequency of a conductor, transverse EM waves
change from cut-off waves (k imaginary) into travelling
waves and longitudinal waves of arbitrary wavelength are pos-
sible. Examples of other longitudinal EM wave phenomena are
dielectric relaxation (w imaginary) and Debye-Hiickel screening
(k imaginary, w zero).

Of the purely elastic waves, in which only mechanical variables
are involved (displacements, deformations and stresses) only
those in isotropic media are discussed.

In media where one set of variables is weakly coupled with
another set, the possible waves can often be considered as if they
were two separate coupled waves. The coupling between elastic
and EM variables in piezoelectric materials leads to ‘near-light’
and ‘near-sound’ (electric transverse waves) and to ‘stiffened
sound’ (electric longitudinal waves). In piezoelectric semi-
conductors the stiffening is complex. This leads, for real w,
to an ‘amplifying’ wave (amplification) if the real part of the
complex conductivity becomes negative. This can be achieved
by means of a constant electric field that gives the electrons a
certain drift velocity in the semiconductor (acoustic amplifier).
The acoustic attenuation or amplification coefficient is directly
related to the acousto-electric field (Weinreich’s relation).

In two media with a common boundary the possible wave con-
figurations are found by superposition of simple waves with due
regard to the boundary conditions. In this way the reflection and
transmission coefficients can be found for waves at the junction
of two transmission lines or for light or sound incident on an
interface. All component waves must have the same frequency
and the same wave-vector component along the common bound-
ary. The laws of reflection and refraction are a direct conse-
quence of these requirements. When total reflection occurs one
of the component waves becomes a surface wave.
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Fig. 38. Effect of a transverse magnetic field on the amplification
and attenuation of Rayleigh waves, @) experimental b) theoretical,
after J. Wolter 19). The amplification in dB is plotted in (@) asa
function of the applied drift field Ep, for various values of the
transverse magnetic flux density B; in (b) the amplification is
plotted as a function of the drift velocity vao for various values
of uB (1 = mobility of the electrons in the semiconductor). The
Rayleigh waves have a frequency of 50 MHz and are propagated
on the surface of a plate of the piezoelectric material LiNbOs.
They are amplified or attenuated by the electrons moving in a
silicon plate (type N, 150 Qcm, 2 mm longXx200 um thick) on
that surface. The values of uB and wvao in (b) are matched (i.e.
chosen so that (b) fits (a) as well as possible). The silicon was
pressed against the LiNbOs so that the two media were in
intimate mechanical contact at one or two places (the Rayleigh
wave is therefore somewhat attenuated). It was establishzd op-
tically that the gap was less than 0.1 pwm over a length of about
0.4 mm. Only over this length was the silicon effective. The
calculated amplification and attenuation were in reasonable
agreement with experiment.

In a freely propagating surface wave, each component wave is
a surface wave. As an example, the Bleustein-Gulyaev wave,
known since 1968, is described. This is a surface wave by virtue
of the piezoelectric property of the medium. This wave is closely
related to the reflection of ‘stiffened sound’ at the surface of a
piezoelectric medium. Acoustic surface waves on a piezoelectric
medium can be amplified by a drift current in an adjacent semi-
conductor. A transverse magnetic field can enhance this ampli-
fication in an interesting way.

[381 A fuller discussion of these and related subjects and further
references are given in: C. A. A. J. Greebe, P. A. van Dalen,
T.J.B. Swanenburg and J. Wolter, Electric coupling prop-
erties of acoustic and electric surface waves, Physics
Reports 1C, 235-268, 1971.

391 In many problems the description can be made in terms of
either a complex o or a complex ¢ (see for example eq. 33).
Here we use a complex . In the article of note [38] a complex
& was used.

1401 3, Wolter, Physics Letters 34A, 87, 1971.
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